
ALTERNATIVE STATE ESTIMATES OF POVERTY,
FOOD STAMP PROGRAM ELIGIBH. ITY,

-: AND FOOD STAMP PROGRAM PARTICIPATION

FINAL REPORT

December 21, 1992

_!llllii,L. ,_1_1

' MAT_MATICA
Policy Resea_h, Inc, ....

i



AC'KNO_G_FS

Thc authors are grateful for thc assistance of many individuals. We thank Alana Landcy and

Sonny Crcnser of thc Food and Nutrition Scrvicc for their assLstanccin obtaining necessary data and

Bruce Klein of the Food and Nutrition Scrvicc for valuable comments on thc draft report. Julic

Sykes and Ed HoPe provided expert progrnmmlng support. We thank Nancy Hciscr, Alberto Martini;

Carole Trippe, smdcspedally, John CzajP,a, Pat Doyle, and Bob Plotnick for their helpful comments.

We thank Tom Cxxxi smi DslTi Hall f_r edifingthe report and Sheana Carter, Chiquita Payne, and

Bob Skinner for preparing the report.

m



Contract No.: $3-3198-0-22 Do Not Reproduce Without
MPR Reference No.: 7925-311 Permission from the Project

Officer and the Author(s)

DEVELOPMENT AND EVALUATION OF
ALTERNATIVE STATE ESTIMATES OF POVERTY,

]FOODSTAMP PROGRAM ELIGmH.,ITY,
AND FOOD STAMP PROGRAM PARTICIPATION

FINAL REPORT

December 21, 1992

Authors:

Allcu L. Schirm
Gary D. Swearingen
Cara S. Hendricks

Submitted to: Submitted by:.

U.S. Department of Agriculture Mathematica Policy Research, Inc.
Food and Nutrition Service 600 Maryland Avenue, S.W.
3101 Park Ccntcr Drive Suite 550

2nd Floor Washington, DC 20024
Alexandria, VA 22302

Project Or,acer:. Project Director:
AlanaLandcy PatDoyle

This work was prcpared as one task of a competitively awarded contract; the total amount of the
contract is $2,854,698.



CONTENTS

Chapter Page

EX_C_d'FIVE 5_Y ................................................... :ti

I INTRODUCHON ............................................. 1

II ALTERNATIVE ES'IIMATION METHODS ........................ S

A. DIRECT SAMPLE F.S'IIMATION ............................. 5
B. THE REGRF.._ION METHOD ............................... 8
C THE RATIO-CORRELATION TECHIqlQUE .................... 10
D. SHRINKAGE METHODS .................................... 13
E,. STRUCTURE PRESERVING F.,S'IIMATION (SPI_) ............. 15
F. RECOMMENDATIONS FOR EMPI_CAL APPLICATION OF

ESTIMATION METHODS ...................................17

HI PRELIMINARY EMPIRICAL ISSUES ............................. 21

A. UNIT OF ANALYSL_ ....................................... 21
B. DE'I'HRMININO POVERTY STATUS IN TI_ CPS ............... 22
C. DE'rER=MIIq_G FSP _ JGIBILITY STATUS IN THE CPS ......... 23
D. MEASURING FSP PARTICIPATION ........................... 24

IV ESTIMATION PROCED_ ................................... 25

A. DIRECT $AMPLI_ ESIIMATION 25oe_eea.eee_e.eeeo_+eoeoe le. ee

1. The Direct Sample Estimator ............................... 25
2. Measuring the Precision of Direct Sample Estimates .............. 25

B. THE RE(3I_k"RSION MH'IHOD ............................... 29

1. The Regression Model and Estimator ......................... 29
2. Criterion Variables and Symptomatic Indicators ................. 30
3. The Model_Procedure .................. 32
4. Specification of _=Criterion Variable ........................ 33
S. Measuring the P_ of Regression Estimates ................ 35

MEIHODS. 36C StIRINKAOE ...................................

1. TIz____ .......................... 37
Z Measmi_thePrecisionof ShrinkageEstimates................. 38

V



CONTENTS (continued)

V EMPIRICAL RF_,S_ ........................................ 41

A. DIR_C'r SAMZPLP_TES .............................. 41

1. DL-octSample Eatimat_ of State Poverty Counts ................ 41
2. Direct Sample F.at;maus of State FSP Eli_'bility

Counts ................................................ 43
3. D_'cct Sample Estimates of State FSP Participation

Rates ...... ·........................................... 44
4. Direct Sample l:Jtimatm of State Povcw/Rates ................. 46
5. Direct Sample Estimates of Smuc FSP Elilp'bility Rates ............ 48
6. Standa.,'clErrors of Direct Sample P-ttimates of State

Poverty Counts and State FSP Eligibility Counts ................. 49

B. REGRESSION RESULTS .................................... 52

1. Selecting the Best Rclpmaion _ ......................... 52
2. ReiP=uion Estimates ..................................... 55

C. SHRINKAGE F_.VT[MATES .................................. 61

1. Shrinkage Estimates of State Poverty Rates .................... 62
2. Shrinkage Estimates of StsmFSP Elilp'balty Rates ............... 63
3. Sh,-inka_ Estimates of State Poverty Counts ................... 63
4. Shrinkage]F.sfimatcsof Slam _ ]_igibfiity CounU .............. 64
5. Shrinkage Estimates of State lC_ Participation Rates .............
6. The Sensitivity of Shfiak.Nle Estimates to Model

Specification and F.rro_ in Standard Error Estimates ............. 67

D. AN ASSESSMENT OF ALTERNATIVE ESTIMATES ............. 70

1. SimOatities in the Alternative Distr_utiom of State
Estimates .............................................. 72

2. Diffcrcncm in the Almmative Point Estimates for
Individual States ......................................... 74

3. Diffcmncm in the Precision of the Alternative Estimates .......... 77
4. Simfim'ities in thc Alternative Interval Estimates for

ladividu_l States ......................................... 80
5. The Sensitivity of the Alternative Estimates .................... 82

vi



CONTENTS (eonfinued)

Chapter Page

VI SUMMARY AND RECOMMENDATIONS ......................... 135

lg_"ERF_.NC_,S ........................................................ 139

APPENDIX A: Dh-'i"ERM_ING FSP _.TGIBIIATY STATUS IN THE CPS ...... 143

APPI/lqDIX B: SYMFI_MATIC INDICATORS FOR R.EGRF__ION MODHLS .. 151

APPENDIX C: THE BF_.STRF.GRF..SSION MODELS ........................ 157

vii



LIST OF TABLES

Table Page

V.1 NUMBER OF INDIVIDUALS IN POVERTY BY STATE,
1986-1988 SAMPLE _TES (Thousands of
h_id,,-_,) .................................................... S4

V_2 NUMBER OF INDIVIDUALS _.rOmLE FOR THE Fb'P BY
STATE, 1986.-1988SAMPLE ESTIMATES (Thousands
of Individuals) .................................................. 86

V3 ADJUSTED INDIVIDUAL FSP PARTICIPATION RATES BY
STATE,1986-1988SAMPLEF..q'HMATES(Percent) ................... ss

V.4 INDIVIDUAL POVERTY RATES BY STATE, 1986-1988
SAMPLE F=S'IIMATES (Percent) .................................. 90

%5 INDIVIDUAL FSP IR,IGIBILITY RATF.S BY STATE,
1986-1988 SAMPLE ESTIMATES (Percent) .......................... 92

V.6 STANDARD ERRORS OF INDIVIDUAL POVERTY COUNTS
BY STATE, 1986-1988 SAMPLE F_.STIMATES
(Thousandsof Individuals)........................................ 94

V.7 STANDARD ERRORS OF INDIVIDUAL FSI) EI,IOIBR,rlW
COUNTS BY gl'ATE, 1986-1988 SAMPLE
('rhousands of Individuals) ........................................ 96

V.8 INDIVIDUAL POVERTY RATES BY STATE, 1986-1988
REORF. SSION _TE$ (Percent) .............................. 98

V.9 INDIVIDUAL I_P ELIGIBILITY RATES BY STATE,
1966-1988 REGRESSION _T_ (Percent) ..................... 100

V.10 NUMBER OF INDIVIDUALS IN POVERTY BY STATE,
1986-1988 REORF._ION ES'IIMATES (Thousands
of h,di_u_) ................................................. 102

V.ll NUMBEROF INDIVIDU_-T-qELIGIBLEFOR THE FSPBY
STATE, 1986-1988 REGRESSION ES'IIMATES

_]b,di_u,k) · lo4J * * _ J J J _-'_ _ _ _ 60 O e e O J J _ J _ * O O I J e O J O S * * f J I *

i i::!_ _ .=._:

V.12 AnWSTBD INDIVIDUAL FSP PARTICIPATION RATES
BY STATE, 1986-1988 RF.,GRESSION ESIIMATES
(Per.at) .................................................... 106

k



TABLES (continued)

Table Page

V. I3 INDIV]I)UAL POVERTY RATES BY STATE, 1988
ALTERNATIVE REGRF. SSXON ESTIMATES ('Percent) ............... 108

V.14 INDIVIDUAL POVERTY RATES BY STATE, 1986-1988
SHRINKAGE EST/MATES (Percent) .............................. 110

V.15 INDIVIDUAL FSP I::-%JGIBILITY RATES BY STATE,
1986-1988 SHRINKAGE F_.STIMATES (Per. ut) ..................... 112

V.16 NqIMBE,R OF INDIVIDUALS IN POV]ER'r'Y BY STATE,
1986-1988 SHRINKAGE ESTIMATES (Thousands
of Individuals) ................................................. 114

V.17 NUMBER OF INDIVIDUALS ELIGIBLE FOR THE FSP BY
STATE, 1965-1988 SHRINKAGE ESTIMATES
('I'nousands of Individuals) ....................................... 116

V.18 AD/I/SI'ED INDIVIDUAL FSP PARTICIPATION RATES
BY STATE, 1986-1988 SHRINKAGE ES'HIdA'I'ES
(Percent) .................................................... 118

V.19 INDIVIDUAL POVERTY RATES BY STATE, 1988
ALTER,NATIVE SHRXNKAOE _TES ('Percent) ................ 120

V20 INDIVIDUAL PSP h'I.TOIBILITY RATES BY STATE, 1988
ALTERNATIVE SHRINKAGE ESTIMATES (Percent) ................ 122

V2I INDIVIDUAL POVERTY RATES BY STATE, 1988
ALTERNATIVE ESTIMATION METHODS (Percent) ................ 124

V.22 INDIVIDUAL FSP ELIGIBILITY RATES BY STATE, 1988
ALTERNATIVE _TION METHODS (Percent) ................ 126

V.23 NUMBER OF INDIVIDUALS IN POVERTY BY STATE, 1988
ALTERNATIVE ES'I/MATION _ODS (Thousands
of Individuals) ................................................. 128

V.2,4 NUMBER OF INDrVH)U,AT-q k'_.TGIBLE FOR TI_ FS'P BY
STATE,1988ALTImNATIVEESTnTZON M'n ODS
(Thousan of tnddua) ' 130_eile!ileel_elelee.eeeee.eeeleee... I.*1

V.25 ADJUSTED INDIVIDUAL FSP PARTICIPATION RATES
BY STATE, 1988 ALTERNATIVE ESIIMATION METHODS

(Percent) .................................................... 132



EXECUTIVE SUMMARY

Recent evidence suggcsting widening regional differcn_Ld_mographic and economic
conditions has raised concerns among policymakers that some areas o[thcUnited States are profiting
littlc from economic cxpansions and suffcring disproportionately [:rom_mic contractions. Further
concerns have: been raised about the impact of social welfare programs, such as thc Food Stamp
Pro, am (PSI'), in depressed are.es. These concerns have elicited qucstions about whether the
benefits of our social welfare system are distributed equitably across the nation accordingto need and
have intensified the demand fo_ subnational estimates of indicator_ of we!l-being and indicators of
program cffcctiveness.

The Food and Nutrition Scrvice (FNS) seeks estimates of State _ counts, State I:SP
elilp'bRitycoun_ and State NSP participation rates. Thc NSP participation rate is a key measurc of
program _ The _ of this study is to assess the suitability of al_mativc estimation
methods, to derive thc estimates t_luested by FNS, and to evaluate the estimates obtaincd.

Weco_ j_ _n&g_ _ _ that can be used to obtain estimates of State
poverty counts, State FSP clilp'bilitycounts, and State FSP participation rates:

1. The direct sample estimation method

2. The regression method

3. The ratio-co.elation technique

4. Shrinkage methods

5. Structure preserving estimation (SPI_F)

After weighing the relative advantages and disadvantages of all five methods, we recommend three
methods-thc direct sample estimation mctb_ the rclp'ession method, and thri_ methods--for
empirical application and testing. Werszxtmmd qu/nst tke m_ np_ _ _ q/

_ and SP_._ for two principal remo_ Fm_ both methods are
computationally b_ requiring that wc ptQcms oensus microdata to obtain I_SP _
e_tlmnt(_. SOCOI_ both m_thods Itssttm_ that _ t'_latiollsh_ b_ .povst_Or l:__

various '----' ' and d_'mdicatonarestab_thatamodd-mtimat_minscensm
dm pm'taimfor_h ymr unn'l data f_om th_ msms an_ available. For this study, _ m0uld
have to use 1980mnsm data. However, we hav_ no mason to belim_ that the _.multivari_
rclationshipshav___ov_ 'un_.insenm-al, andover the l_0s, in particular. Witbno
evidcnm _ that eith_ the ratio-a_ctatiou technique or SPREE m-on_ dominates thc
m_emion or sbrinkqe methods in terms of lower sampting variability, we believe that it is prudent
to svoid thc potea_i biases from assuming mnporalstab_.

Each of the three estimation _ mcomt_aded for empirical application and testing
requires sample data. The leading candidate data sources are thc Cun-e.nt Population Survey (CPS)
and the Survey of Income and Program Participation (SIPP). We_ qu/nU m'/ng $ZPP _w
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a to_ _'jmnp_ _/or h'm _ because (l) SIPP, which is not designed for State estimation,
provides small State sample sizes and, therefore, supports much less precisesample estimates than
the CPS and (2) SIPP uniquelyidentifies only 42 States, includingthe District of Columbia.

U_nl C1_$dam and '_ rwonttdatatuck osdatafrom ,l_ '_/_ rew_, ,,t
tamt_ estimates, _n mnRmatm, and shrinkage estimates of State poverty counts, State FSP

eligibility counts, and State FSP _n nn_ for 1986, 1987, mad 1988. We also derive estimates
of State _ rates and State FSP elilp'bility rates. Our shrinkage estimator is a hicrarch,cal
l_mpirl,cal Bay_ estimator that optimallycombines directsample estimates and regressionestimate,.

In our empiricalevaluation_f the dire.ct sample,regreasion,andshrinkagemethods, we find that
the tan, __ _n_ on _ e./umm_'_ _ to tat _ut/on _' St4te
e_,mz_. For the distr_ution of Sate FSP parti_'pation rates, for instance, such aggregate
characteristics include the median State participation rate., _e national participation rate impliexi by
the State estimates, the standard deviation or interqua.,tfie range of the State participation rat_ and
thc distn'bution of the State participation rates across broadly defined categories. The direct sample.,
regression, and shrinkage methods also generally agree on which areas of thc country tend to havc
higher participation rates and which areas tend to have lower participation rates.

Despite this g_neralagreement amongthe direct sample,reip'ession,and shrinkagemethods on
aggregate features of the distr_ution of State estimates, we find that for some Statca, the three
alternativeestimates for agivenyear _ substantially.Forenmmple.,_cm of four percentage
points between direct sampleand regressionestimatesof FSPparticipationrates arccommon. Some
of the obsc_ differences ill point estimates, however, can be attributed _ to sampling
variability. When we compare interval estimates, that is, confidence intervals, we find that t_
,v_n and s_ mahtntsm/nty _ our_, p_ _ co_ in_,r,_,
than the d/raar:amp/e ,m/magon mmrhod. For some States, the confidence intervals fxom thc
regressionmethod and, to a much lesserdegree, the shrinkage method include values that we would
consider unl_!y based even on the relatively wide confidence intervals from the direct sample
estimation method. But for most States, the regressionand shrinkap methods imply confidence
intervals that lie entirely inside the confidence intervals implied by the direct sample estimation
method.

Although each of thc three es',,,-tion methods has relative strengths and weakneu_ w
namuemd _ j_ _ _ _ _ _ _ _ _ _. We
recommend shrinkage estimates over direct sample estimates primarily becausc our shrinkage
-estimatesare submntiany more reliable fz,r many Ststes. Overall, we find that the shrinluq_
estimator is statisticallymore _t than the directsample estimator. We remmmend shrinkage
estimatesover regressiones,m-tesfor three reasons.Frost,for the nation asa whole and for States
for which we obtain _ direct sample estimates,we find substantiallycloser a_t between
direct sample and shrinka_ estimata than between direct sample and mgmmon es,m,,tm.
Di_erencm between shrinkage and direct sample point estimates are much smaller than differences
between relp'essionand direct samplepoint estimates. Also, the overlapbe_ confide,nm inm-v_
implied by shrinkage and direct sample estin_tes is greater than the overlap between confidence
intervals impliedby regressionand directsample estimates. Second, although the standarderrorsof
regressionestimates aremuchsmallerthan the standarderror_of shrinkageestlmntes forsome States,
we believe that our estimated standard errom exaggerate the overall precision of the regression
estimates. We find that the covaganc_ between regression estimates for different States are
relativelylarge. Thus, the risk of obtainingmany largeestimationerrors ishigherwith thc regression
method than with the direct sample and shr/nkage methods. The wvariancm between regression ',,
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estimates for different States arc sufficiently _ that despite rdativcly small standard errors of
re/res,sion estimates for individual States, the regression estimator cannot be judged statistically more
efficient than thc shrinkage estimator or _ the direct sample estimator. Third, we find that thc
shrinkage estimator is less sensitive to model specification than the regression estimator. We find that
similar regression models can yield nioderately to substantially d_=_estimates for some States.
By combining the regression estimates with direct sample estimates, the shrinkage estimator daml_us
differences between estimates from competing models.

°,,
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L INTRODUCTION

Recent evidence suggesting widening regional differences in demographic and economic

conditions has raised concerns among policymakers that some areas of the United States are profiting

little from economic expansions and suffering disproportionately from eoonomic contractions. Further

concerns have been raised abo[tt the impact of social welfare programs, such as the Food Stamp

Program (FSP), in depressed areas. These concerns have elicited questions about whether the

benefits of our sodal weffare system are dism'buted equitably _ the nation _*,_,:o_rdng to need and

have intensified the demand for subnatJonal estimates of indicators of well-be/nE and indicators of

program effectiveness.

The Food and Nutrition Service (FNS) seeks estimates of State poverty counts, State FSP

eligibility counts, and State FSP participation rates. The FSP participation rate is a key measure of

program effect/veness. 1 'me purpose of figs study is to assess the su/tability of altemat/vc estimation

methods, to derive the estimates requested by FNS, and to evaluate the estimates obtnir*ed.

National poverty estimates are published annually by the Census Bureau. Although there is

ongoing debate about how to measure the incidence of poverty, lllatiollalestimates of poverty are

statistically reliable, even for major population subSmups. N_ due largely to dm

limitations, reliable esthnates of State poverty rates cannot be obta/ned as curly. The Ctmrent

Population Survey (CPS), from which the Census Bureau's national estimates are derived, h_ a St_

based design and provides represcntat/vc samples in each State. However, its sample sizes for many

States are small and do not support precise sample estimates. 2

_ThcI:SPparticipationrateisobtainedby 'dwidinltthc numbe_' '_ ar _ receiving
foodstampsby thenumberofl_'T_' 'mdwMusls_i_seholds.TI_._i,,_ _t_gdl_onraBcan
alsobe measuredbydividinsthe dohrammmtof axxtstampbetamtsthatan__ by the
dollaramountof foodstampbenctts fro'whichh_lds areelilp'ble.

2Afterthe firstdraftof thistel)on wassubmitted,the CensusBureaupublishedfor the first*_-
ever CPSpovertyestimatesfor States. The estimatesare accompaniedby the warningthat they

(continued..)
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Ro_s and D,,-_ser (1987) esthnated State poverty rat_ for 1979 and 1985 using CPS data.

However, their estimates for many States were subject to high uunpling variability-standard erwr3

1.5 percent for most States and were at least 2.0 percent for many Stat__ The margin of

error in Ross and Dn,_,iger's (1987) sample estimate of 18 percent for Iowa's 1985 poverty rate, for

example, was over four percentage points, mesnlng that they could conclude only that Iowa's poverty

rate was probably between 14 percent and 22 percent. _ This mar/in of error would be unacceptable

for many purposes. PIotnick (1989) and Haveman, Danziger, and Plomick (1991) derived State

poverty rate estimates with smaller standard errors by combining CPS samples for three consecutive

years and dropping overlapping observations from the first and third yea_. 4 This approach produced

_timat_d poverty rstt_ thnt, slthougJl stalisticaily more reliable, were difficult to interpret. The

estimated rates measured thc a,amqp: inddcncc of poverty across three years, rather than the

incidence of poverty in one year. When the objective is to makc geolraphic comparisons, aversging

poverty rates in this way is inappropriate becau_ the pace of economic change _ varies among

States. Poverty rates surely rise and fall more quickly in some States and more slowly in other States.

2(...continued)
"should be used with caution since [they have] relatively large standard crmn" (U.S. Department of
Commerce, 1991). We discuss these estimates in greater detail in Chapter V.

range is the 95 percent confidence interval for Iowa's 1985 poverty rate. The boundaries
were obtained by taking roughly twice thc standard error above and below the estimated poverty rate.
Prior to selection of a particular sample, a confidence interval constructed in this way contains Iowa's
true 1985 poverty rate with probability 95 percent. The estimated standard error obtained by Ross
and Danz/ger (1987) was 2.13 percent.

4'r"n/sapproach doubled sample sizes and reduced standard et'mrs by nearly 30 percent To
reduce the sampling error associated with estimates of change in monthly unemployment rates (and
to reduce data collection c_ts), the CPS uses a "rotation ip_up" dcs/_ in which one-half of the
selected homehokh in consecutive annual samples are the same. (For monthly unemployment
estimates, three, quamm of the selected households in consecutive monthly samples are the same,.)
Thus, it is necessary to pool not two but three March CPS samples to double the effective sampic
size. Half of thc households in thc middle year's sample are in the first year's sample, and the other
half arc in the third year's sample. The usual procedure for constructing a pooled tJuc_year
cstimate-but an arbitrw7 choice from among several procedures-is to weight thc middle year twice
as heav_ as each of the other two year3 by counting all of the sample observations in the middle year
and only the nonoverlapping observations in the first and third years.

2



The previously noted uneven weighting of the three years detractj _;_r from thc interpretability

of the pooled estimates, s To addre.._ the shortcomings in sample estimates, Dunton and Leon (1983)

used regression methods to estimate the extent of poverty in New York State counties for each year

from 1980 to 1986. However, thc/r approach required thc implausible assumption that thc

relationships between poverty and various economic indicators remain stable over t/mc.

Precise est/mates of thc I='SPpart_pation rate are available at the national level. For example.,

Trippe, Doyle, and Ashcr (1991) estimated national PSI' partidpation rates biannually from 1976 to

1988usingCPS data._, as with poverty, preche subnafional estimates of NSP el/_/l/ty or

participation cannot be easily obtained. Czajka (1981) used the structure preserving estlmntion

(SPREE) method and data from various sources including thc 1970 census and the 1979 CPS to

derive FSP participation rates for food stamp counties asof October 1979. Thc lrn_cian Task Force

on Hunger in America (1986) used published estimates for counties from the 1980 census and

published estimates for regions from the 1985 March CPS and developed a crude adjustment

procedure to identify the joint incidence of high poverty and low FSP participation at the county

level The Task Force sought only to determine whether a county had a poverty rate above 20

percent and an PSP participation rate below 33 pen:cat and made no attempt to measure sampling

variability in estimates obta/ned.

With respect to the central goal of this study, a prinmy short___,,,_g of these previous St,,dh,-

of poverty and I_P partidpation is that they do not _ alternative estimation metho_ and

estimates. Several of the studies, moreover, use methods that are not sttitable for doriving _m'"t/_

forStatesorsmallerareas.

i i iii

Spoolingalsolimits the ability to compareestimatesover time. Pooled·estimates for consecutive
yeats will incorporate two overlapping _the second and third yeats pooled to obtain the firJt
estimate are the first and second yeats pooled to obtain the second estimate-implying that half of
the observations on-which each pooled estimate is based w/Il consist of the same households
measured at the same point in time, Becauseof this 50 percent overlap for wh/ch no changes can
be observed, a comparison of the two pooled estimates will generally understate the year to year '.
change,

3



This study examines five leading estimation methods. After weighing the con_ptual and

practical strengths and weaknesses of the five methods, we recommend three methods for empirical

application and testing. We derive State poverty, FSP elilp'bility, and FSP participation estimates

using each of the three methods and evaluate the estimates obtained.

The remainder of this report consists of five chapters and three appendixes. Chapter II discusses

so-calle_ 'small-area' estimation methods and the data required by those methods. The relative

strengths and wr.akn_ of alternative eslimation methods and data sources are assessed. Chapter

III resolves several prr.limina_ empirical issues, such as how to measure the FSP eli]p'bilitystatus of

households and individuals ming CPS data. Chapter IV descn'bes our estlmntion procedures for

obtaining State estimates of poverty, FS'P e.lilp'bility, and FSP participation and for measuring the

precision of the estlmstes obtained. Chapt_ V presents our empirical results and assesses State

estimates obtained ming alternative estimation methods. Chapter VI summarizes our results and

offcr_ recommendations based on those results. Appendix A describes our procedure for simulating

thc FSP cli_n'bility status of households and individuals in thc CPS. Appendix B defines the

"symptomatic indicators' mod in our regression models of poverty and FSP eligibility. Appendix C

presents the rcgrcsslon models identified as the best models by our model fitting procedure.

_.:-
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H. ALTERNATIVE F..STIMATION METHODS

For obtaining State poverty counts and State I='SPelilp'bilitycounu, five leading methods of small-

area estimation are most appropriate for consideration. The five estimation methods arc:

1. Direct sample est/marion

2. The rqresdon method

3. The ratio mtzehtion t_-h-lque

4. $hri-_,xe methods

5. Structure preservingestimation(SPREE)

The first five sectiom of this chapter discuss in detail each of _ estimation methods and their

strengths and weaknesses. The final section of this chapter weig_ the relative advantages and

disadvantages of the five methods and offers recommendations for emp'_ application and testing.

We recommend against empirical application and testing of the ratio-correlation technique and

SPREE. Although our discussion of each method is often framed in terms of estimating poverty

wunts, it also applies to elilp'_il/tymuntL Instances in which the estimation of e_fi_i_ 0ounts raises

additional or _t hsum an_noted. Chapter rrt _ om'ptoeeduns f_ ____ing _

status and _? elil_ty status _ atmp_ (cPs) datL Onpt= _ _ our estimtion

procedur_ for the methods that we m:omnm_ for mtl/rieal application.

.it. DIRECT SAMIq_ F..qTIMATION

Direct sample cst/marion involves simply calculating the poverty count for each State using

sample data obtained from, for czample.,_tl_=_ Population Survey (CPS) or the Storey of

Income and Program Participation ($IPP). An advantage of direct sample estimation is its simplidty.

= 5



Another advantage is that it yields esthnntes that are unbiased, that is, correct on average,l Tne

principal disadvantage of direct sample estimates is that, although they are unbiased, they are subject

to substantial sampling variability for some, if not many, States.

The only data required for direct sample estimation are sample survey data. The two leading

so_ of sample survey data for this study are the CPS and SIPP.

Thc CPS offers several important advantages. One advantage of thc CPS is that it has a State-

based design, providing representative samples for each State and the District of Columbia. 2 A

second advantage is that the kind of data required for our study are available every year (from the

March supplement) and are available for use with the documentation needed for State estimation

relatively soon (typically within nine_months) after the data are collected. A third advantage of the

cps is th.t it is the F_ dmabmmf3m't]_ MLATHe _ula_on model,whichM usedto

:]L_Pe.li_'b_ty estimateswith we]]-k3a_vnm_ and waaZm_ A!t!_ tim study usesa

some-whatcruder method for simulat_g _ e.!_p'bWtyfrom CPSclara,the met.bod's_u]lz compm_

favorablywith the results obtained from the more refined MATH mode] simu]atiom CTrippe,Doyle,

and Asher, 1991).3

The main disadvantage of the r'PS is that it provides limited data on crucial determinants of

program eligibility. For example, the CPS identifies a household, a group of individuals sharing living

quartets, but not a fzxxi stamp unit, a group of individuals sharing food purchases and preparation.4

XStrictly,not all direct sample estimates, iJutcludingsome of thc estimates of greatest interest in
this relx_ are unbimed. Becauseits denow. _ttoris asampic estimate, lik_its nmnetator, thedirea
sample estimate of aa adjusted lnSPparticipation rate is a soq:aUed 'ratio mean' (1C,n_.196_ Ratio
meam arc necem_ biased. The denonina_s of our ditto sample mimtm of _ and _P
·:.lilp'bilityrates ate also based on sample estimates. (We subtract a sample estimate of the number
of unrelated individuals under age lli titan a nommple estimate of the State population to obtain
_he deno,-i--tor for a rate.) THUS,direct sam/_le estimates of rates are ratio means.

ar'nroughout this report, the District of Columbia b counted as a 'State.'

3Our simulation proc_ure is descnl_ecl in Chapter rtl and Appendix A.

· There are ezcepfiom to this definition of a food stamp unit. One ezr.eption pertains to
househoich with elderly individuals who are unable to prepare their own meals.
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Also, the CPS docs not gather su_cicnt data on asset balances and d iedu_'ble entl_Cs to dctcrmlnc

FSP eligibility and obtains only annual income information, whereas PSP eli_Rity _ assc._cd on a

monthly basis.

Thc primary advantage of SIPP is that it supports much more accurate FSP eligibRi_

determinationsthan the CPS. Food stamp units canbe identifiedwith SH'Pdata (althoughonly for

I:SP participants). SIPP obtmln_ monthly income data and periodic data on asset balances and

deductible expemel SIPP alto captuf_ cha_es in fAmlhycomposition. $

An important disadvantageof SIPPis that, relative to the CPS, SIPPsample sizesare smalland

support leaspreciscest_mntcs.Thc CensusBureauhaswarnedthat SIPp is"not designedto produce

Statc cstimatcs' and that SIPP'cstimatcs for individualStates arcsubject to very high varianceand

arc not recommended (U.S. Dcpa,'t,,,entof Commerce,1992).̀6 Another cdfi'"'"'"'"'"'_gdisadvantageof

SIPP is that Statc of r_kicnce cannot be uniquelyidentified,preventing thc derivationof cstimat_

for all51 States. Sample estimatescannotbe obtaincd for Maine andVermont, which arcgrouped

together as one 'State;' for Iowa, North Dakota, and South Dakota, which are grouped together;,

andforAlaska, Idaho, Montana,andWyoming,whichareip'oupedtollether. One other disadvantage

of SIPP data is the relativelack of timeliness. SIPPdata are often unavailableun_ 12 to 18months

after data collection.

We are nss,,mlng throul_ut this report that State estimates ate _ flaira year fDr which

census data are not available. Otherwise,we recommendderivingsmall-areaestimates from census

data if the census obtains reliableinformation on the variablesrequired and if sutracimt resources

[!vlU']ablg tO' p[O0C_ _ dat[._ SIIllt_ _lt_mn t_'_ _ _ On IllbllE_ Of

iii1£ [[ j

we a, v, partition rat= -ins cz's datear, then
national participagonrates _ _ SIPP dam

6To assistdatausers in calculating_ errorsthat reflect the complex sampled_iipasof the
CPS and SIPP, the Ce_ Bm publishes _ f_ the paran_te,ts of Itenemlized variance
functio_ The Ce_ Bmr.au publishesState.specificp_etc_ valuesfor the CPS. However, the
CensusBureau does not publish paramctervalues for estimatingstandarderrorsfor State estimates "-
derived f_om SIPPdata.
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records wrtl be more precise than estimates calculated from the largest sample storeys. The

disadvantages of using census data are discussed in Section C.

IL THE REGRESSION ME'I_OD

The objective of the re{[_msionmethod is to 'smooth" direct sample estimates, that is, to reduce

their sampling variability. Although direct sample estimates may not always be sufi3ciently reliable

to satis_, users' needs, the direct sample estimates can be used to produce potentially better estimates.

'Orqlinallydevelo_ by EHcksea (1974), the relpmsion method of small-area intimation oombines

sample data with symptomatic information, using multivariate regression to reduce sampling error and

enhance accuracy. The basic model is:

(IL{,) Y=XB+u,

where Y is a (51 x 1) vector of State-level fampk estimates on a criterion variable, such as

incidence, and X is a (51 x 12)mnuk containing data for each State on a set of p - 1 predictor

variables or symptomatic indicatorL7,8 B is · (p x 1) veotor of parameters to be estimated, u is

an error term-a (51 x 1)v_r-_g both theinab/tityof thesymptomaticindicatorstoexplain

interstate variation in the criterion variable and the fact that sample measurements of the criterion

variable are subject to sampling error? The rttp'enion estimator is:

7One of the p oolumm in X is for a constant term (intercept) taking a value of one for all 51
States.

8We do not give the relpmsion _ a carnal interpretation. That is, we do not assert that t!_
variables in X cause Y. Instead, we claim only that the variables in X are associated with Y.
_17,, _ Vlffillbl_s ill X _ {:_d]i_d "_{_ illdk;8_' l'B,thCl' _ 'CliplnnnilM'y Vlffi{_)klL'

Also, becausewe are deriving_n est{,--resonly fm the areasfor whichwe _ have
sample estimates and, thus, are not "_ values in the usual sense, we favor "symptomatic
indicators'over'predictorvariables.'

9Equation(1) is obtainedss fDllows.Supposethat the vectorof true valueson the criterion
variableis YT and that YT - XB + v. v capturesthe imbil/tyof the variablesin X to 'explain"
interstate variation in Yr' Suppose also that the dirc_t sample estimates are related to the true
values according to Y - YT + w. w captures sampling variability in the direct sample estimates.
Combining thc expressions for Y and YT gives Y = XB + v + w -- XB + u, where u ,= v + w.

8



where 1_is thc least squares relp_aion estimate of B. Regression _tea of the criterion variable.,

the clements of 't', are biased.I° However, regression estimates may improv_ upon sample estimates

a_ording to an overall accuracy criterion, such as mean square error (MSE), which accounts for error

from both bias and sampling variability.11

The regression method requirc_ data on Y, thc criterion variable, and data on X, thc set of

symptomatic indicators. Data on Y are obtained from a sample survey. The elements of Y arcdirect

sample estimates. Thc strengths and weaknes.v_ of the two primat_ sample surveys were discussed

in the previous section.

Data on thc symptomatic 'mdicawrs can come from various sources, including a census and

administrative __l-,_onh?_ ._-m_;,,ktrative nxx_is include birth _ _,,,;-ration fonm,

tax returns, Supplemental Security Income (SSI) caseffi_ and police _ repom. The principal

t_,,_l;,,,_u The regressionlimitation of ccnsm data for regression method estimation is thc lack of ' '

l°Th¢ bias in an estimatoris the di_eren_ between the expected value:of the estimator and the
tree value of thc variable being estimat_ Because the e=pecu_ _ otv is zero, the expected
value of Y? ts _Y'T) "XB,. Beh:ausc ? _ vRh,lf_ Of v _ W_ thu__ u _ zm'o_ the

ofYi, - Ir i,ob,,d byand i' -. X_ - X(XX)-_X¥. The expected,,,,lueof t' is X)- X'F.(Y)-
X(X'X)-IX'XB _= XB. 'I'nerefore, '? is unbiased for F_.(Y?)._i' is not, however, unbiased for YT'
The bias is ECf')- Y? = XB - XB - v - -v. Values of the elements of v are unknown___

nih applications in which thc objective is to estimate a singlc value, the MSE of an estimator is
thc bias squared plus the variance. The variance is the standard error squared. For this study, in
which 51 cstimatm are required, the MSE is represented by a matrix. We describc thc form of the
MSE matrix in Chapter IV.

l_Data on Symptomatic 'mdicaton could be obtain_ from a sample survey. Althot_ sample
estinat_ of_=_ '_ __ _msmp_ v,ui.ba_, tbs_m could
trcat,_asnonstochu_ = is_donc inrefraslon_ _m',_ dataoutsidethe
contextofsmdl.azu -e.imatixL_ in_cUes, _ _ _ theirdesiruble
propertiesin the presm_ of _ _) N_,_rthe]'_-._ortbo_ of sman*aru
es,i,-,,_ion,it m _ to _mideronlysymptomaticindicatonthatare_ more
precisethanthecrimrionmiabl_

l'_Es_mates obtained by other methods, such ns the ratio-correlation technique, have been
included as symptomatic indicators (Brickscn, 1974).
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method was proposed for small-area estimation to allow current sample data to be exploited. Unless

it is believed that a symptomatic indicator has a lagged effect on the criterion variable, the

symptomatic indicator should pertain W the same period as the criterion variable. Thus, in thc

alx,c-nceof lagged ef. ects, using 'old' census data on symptomatic indicators means ming 'old" rather

than current swv_ data. Other _ and _ of emsus data are discmaed in the n_t

section.

The principal ,mltation of adminismmtivc records data is that such data ,,,ay provid_ telatiw, ly

few symptomatic indicatoz%.'/'ne reasons for this limitation are that a potential symptomatic indicator

is not available for all States, data are not comparable acrms States, and State-level data are not

available on a reipilar basis or are not available in a timely fashion?

C. THE RATIO-CORRelATION TECHNIQUE

The ratio-correlation technique is similar tO the regression method except that the ratio-

correlation tr.chnique estimat_ the relationship between the criterion variable and thc symptomatic

indicators for the most recent ye.ar f_' which census data are available. Assuming that the estimated

relationship remaJmstable over time, the ratio-cor_ation t_h-_ue producesState-]eveJe_lmates

of the criterion variable using the es,,,-,t_,.,4c:m]sus-yl:lrrelp'msion equation and c:m'rent.periodvalues

of the symptomatic indicaton bom, typically, administrative records data. The ratio-axrelation

technique estimator is:

013) 'f' m XI_,,

where I_c is the least squares regression estimate of B obtained using cereus data on the crite,tion

variable and X is. as for the regreraion method, a matrix containing data for all States on a set of

symptomatic indicatozs. For estlmntlnt_ IBc,the data on the symptomatic indicators pertain to the

m

l/Although sampling error may be absent from administrative rec_ordsdata, important sources of
nomampling error sometimes cannot be ruled out.
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same time period as the census data on the criterion variable (th · year before the census if the

criterion variable is poverty/ncidence). For estimating _', the data on the symptomatic indicators

should pel 'taln to thc _ for which small-area csiimates are desired, which could be several years

after the census. The central as,s-mption of the ratio-correlation technique is that B is stable over

time.

Thc primary advantage of _c rafo-correlafion technique is that State poverty estimates based

on the census arc subject w substantially lower sampling error than are estimates derived from a

survey l_c thc CPS. The prima_ disadvantage of the ratio.corrr_tion te_hnique is that multivariate

relationships are likely to change over time and, thus, that a model for, say, 1980 will not pertain

today.

As noted, the ratio-correlation t_e_-h-;querequires data on thc symptomatic indicators for two

time periods: thc year to which thc census data on thc critcfion variable pertain (and for which the

rel_cssion equation is intimated) sad the year for which State mgmatm are desired. Data for both

years would be obtained from the samesources-typically administrative reconb--disoisscd in the

previous section. However, the ratio-corr_tion t_,_h,'.,,lueplaces a ipmUcr bmdcn on ndm;,_;.trative

records s_tcms than docs the relFcsdon method. Data on a symptomatic 'indicator must be aw.'lshle

for two specific yeats and must allow the symptomatic indicator to be defined the same way for the

two years.

In addition to administrative records or similar data on symptomatic indicators, the ratio-

correlation technique rcqu/res census data on the criterion vagable. The princ/pal advantage of

census data/s that they p_,ide prec_ m_,,,-,,_. _ for small {eographic areas. For produc/ng

_-ar_ pop_tion_ _ brokendown_ _,_t _ t_ d==_/al=_ is_

b_ _ __, k_ _ _ _ ,or,,_=t ,o_ =_.

The census ooUects some informat_ a sample _ usint the _ form,' and it is

important to undentand that, for the criterion variables oomideted ia this study, the census is a
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sample survey, albeit a very large sample survey providing a sample far larger than the sample

available from any alternative data collection activity. Determining the poverty status of an individual,

a household, or a family requires data on income, and income is a long-form item in the census.

Comus long forms nrc distn'buted to about one in every five to six housing units across the country

as a whole. Given this samplin,g rate, the standard error for a pover_ rate estimate of 14 percent

would be on the order of 0.1 percent in the smallest State in 1980-Alaska, with a population of

nearly 402,000. ts'u Evea if the CPS sample fro' each state were a simple random sample, thc

smallest standard error for a poverty rate estimate of 14 penrcentwould be about 0.4 percent. Thus,

the census supports much more precise sample estimates than a surv_ such as the CPS.

The principal disadvantage of cemm data is!n_k of tlm_lln_ along two dimensions. Fll%t, long=

form census data are typicany not available until about two to three yeah after the census is taken.

Second, census data are available only every ten years. Long-form data f_m the 1990 census are not

yet available for this study, and 1980 census data on income pertain to 1979.

A less serious disadvantage is that census data, like CPS data, permit only a crude determination

of FSP eligibility. Nevertheless, it should be poss_le to simulate FSP eligibility from census data

using a procedure similar to the proced___urefor simulating FSP eligibility from CPS data. l?

t'VForpurposes of apprmimation, it was assumed that the long-form census is a 19 _t
random sample of persons. The standard error _r a poverty rate estimated from a random sample
of size n is [p(1-p)/n] t_, where p is the poverty rate, The standard error given in the text was
calculated as the square root of [0.14 x (1 - 0.14)] 4- (0.19 x 402,000). Long fDnns are not
distributed acaxdi_ to a simple random sample

z_tlsing CPS data in Chapter V, we find that Alaska's 1988 poverty rate estimnte of 11.3 _t
has a standard error of 1,8 perc_t.

t?Unlike the CPS, the census does not obtain data on separate mounts received bom
unemployment compensation, veteran's benefits, pensions, alimony, child support, and other regular
sources of unearned income. Thus, the methods used for allocating nnnual income from these
sources across months would have to be modified to accommodate census data. Therefore,
simulations of FSP eligibility status based on census data would be somewhat cruder than simulations

based on CPS data. Our procedure for simulating FSP eligibility from CPS data is descn_ in
Chapter HI and Appendix A. Another problem for estimating both eligibility and poverty,
underreporting of income, is probably more extensive in the census than in the CPS.
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Simulating FSP el/lp'bfiity, h_, raises an important disadvantage of _ census data-

computational burden. Estimating State pove_ oounts using the rnt/o-correlat/on technique requ/res

only _ensusestimatesof State povertywunts, whichare t_l_y TM_able from CensusBureau

publications. F_timating State I_P eligl'b/1/tycounts t_/ng the mt/o-correlation tech-ique requ/r_

census est/mates of State FSP el//p'b/l/tycounts, which could be obtahied only by processhig a _ns_

microdata file and simulating each person's or household's FSP eli_'b/Uty status before aggregating

across observations within each State. Many microdata records would have to be processed, even if

a sample of long-form returns were used?

D. SHRINKAGE MErHODS

Sluinkage mthoch calculateweightedaveragesof mt/matesobtained ud_ oth_ methods. For

example, rather than discarding _ sample estimates in fro,orof regrmsion estimates, an appealing

strntcgy is to find a compromise, to use both mrs of estimates to obtain better estimates. Shrinkage

methods can be used to find a coml_,omise and to exploit the unbinseAness of direct sample estin_tes

and the low sampling variability of regression estimates. The class of sht/nkageestlmntom contains

severalmcmbeta,including James-Stein,Bayes,and]::rap'ri'ica] Bay_ _t_UtOll. The COmmonf.e.Aturc

of all shrinkage estimators is that, according to a criterion such as mi,,_mmn MSE, shrinkage

estimatorsoptimally combinealternativecstimatesof the variableof hitcrg_ byweight/ng,according

to relative reliability. A highly reliable povcr_ estimate is weighted more _ _ _,

influenc_ more strongly the final cc)mi)hied poverty est/taste than a leas reliable poverty elt/mnte,

whichreceiv_ asmallerv,r.i_t and influenceslesssm,n_ the combinedpoverty esfima_

a shrinkage estimator would place a large wei_t on the sample cst/mate for a _ Sram and a small

i iinii

'Anoth,= 1981)wouldbe to em=nmrmomb, .be.mm numbmin
poverty and numbe_ el/Ip'ble_the _ and to use.the estimated re,lationshi_ t° _ 'rntio-
correlation estimates' of PSP elig_m_ counts from ratio-conelation estimates of poverty oounts. In
this study, Such an approach would assume an answer where an answer is being sought. There would
be built-in relationships between I=SPei/lp'bility and poverty that extend beyond the relationships ...
attr/butable to i=SPei/lp'b/1/tycriteria.
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weight on the sample estimate for a small State. Shrinkage procedures were introduced as methods

for small-area estimation by Fay and Herriott (1979), who [ormed a weighted average of sample and

regression estimates of per capita income for small places {,population less than 1,000) receiving funds

under the General Revenue Sharing ProgrAm: Weights on the former reflected sampling error, wh_e

,_.,-ights on the latter reflected lack of fit of the re_remion. The general form of a shrinkage

estimator is:

i'. =¢ + (1- c)72,

where 'i s is the shrinkage estimator that combines the alternative estimators _1 and '_'2, c is the

weight on _x, (1 - c) is the weight on _'_ and 0 s c s 1. _'x could be a vector of direct sample

estimates, and '_'2 could be a vector of regression estimates, as in Fay and Herriott (1979).

Shrinkage estimators are biased by design. Such bias is accepted in the pursuit of substantially

lower sampling variability. Thus, the principal advantage of shrinkage e_timators is that they optimally

combine alternative estimates to 'minimizesome overall measure of error that refiecu, for errsmple,

both bias and sampling variability. Although a direct sample estimate may have thc minlmUlll

sampling error among unbiased e_4mam_s,that mlnlmllfil may be _ l'P._ m thc Iuul/pl_ eft'or

of some slightly biased estimator. A shrinkage eslimal_c may offer much lower sampling error at little

cost in terms of _

The principal disadvantage is that a shrinkage estimator may not be robust to viohticms of certain

underlying assumptions-for example, an assumption that a particular parameter takes a specified

value. A small change in an a._umed value may cause large changes in shrinkage eatlm_t_

Sensitivity analyses, which _ the effects of changes in assumptions, can often reveal such

nonrobustne_.

Different shrinkage estimators can require different data, depending on the _tlmntors be_

combined. Fay and Herriott (1979) and Ericksen and Kadane (196'7) used shrinkage methods that ',
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combined direct sample estimates and regression estimates. Therc£orc, thc data requirements were

the same as for the regression method. In general, to obtain State poverty estimates, a shrinkage

estlrnntor would not me data other than sample survey, census, or administrative records data. The

strengths and weakness_ of each of these data sources have been discussed in the previous three

sections.

E. STRUCTURE PRESERVING ESTIMATION (SPlt_

SPREE uses current sample data to update a table of estimates based on data from the last

census. Developed by Purcell (1979), SPREE is a categorical data analysis approach to small-area

estimation. The first step is to cro6s-tabulatc a variable of interest, such as poverty, by variables

thought to be as&ociat_ with poverty? The crorm-tabulation is done for an earlier period when

precise small-area estimates arc available-fwm a censns, for mample. Ail variables must be

expressed categorically. Poverty is measured in terms of poverty _ a dichotomous variable

reflecting whether a person was in poverty or was not in pov_ (*ifthc individual is the unit of

analysis). As a simple example, _ status could be c_a-ciassified by State of residence and age

(/nonetd=). thc numberof p=sonsa,eachceaof the resuitiuStable,

a unique combination of one poverty status, one State, and one age cate_t% would be calculated

from census data. The cells in this table describe an association structure among the dlzee variables,

that is, how poverty status and State of residence are related and how that relationship varies

according to age.,for instance.

Although a sample s_ _ _current period may not support reliable estimates of the values

in each cell of the table, it can provide _ _ _ of msrlilnsl counlz, such as State

population totsh by _ nd _ estimt_ of pomV status by _ ThB sold step of thc

SPREE n_.hod is to estimate f_n _ sur_ data tbe .,_ oounts f_r which direct staple

i t m

l_hese 'associated variables' are analogous to the symptomatic indicators used in the reileasion ',.method.
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estimates of satisfactory precision can be obtained. Which margins satisfy such a condition is a matter

ofjudgmcnL The grea_r is the sampling error ia marginal counts, the greater is the sampling error

in SPREE estimates.

In the third step, SPR_I_. uses a raking method of iterative proportional fitting to adjust cell

v_ues in the old table based on census data m match the new marginal frequencies derived from the

sample survey. The survey estimates serve as control values for updating thc cross-tabulation of

poverty statm by State by age. Bishop, Fienber& and Holland (1975) dcscn'be iterative proportional

fitting procedures.

An important advantage of the SPRV_- method is tim it preserves that pm of the original

_'iation su'ucum_ not respecif_ by the new marginal totals; SPRout. mmmes tim relafiomd_

are stable if there is no evidence of change from curre_ mnple data. Another crifi_ advantaF is

that, in contrast to the rel_,ion method, SPI__1:_requires sample data on characteristics of telativdy

Iow incidence only for larger geographic areas than those for which estimates are ultimately des'u_L

For this study, national--rather than State-sample estimates are needed for us to obtain State

estimates using SPREE. The principal disadvantage of SPREE is that SPREE estimates are biased

to the extent that current data do not reveal changes in the association structure est!mated from

earlier data. Another disadvantage is the computational burden of crou-tabulating census data?

Census and sample survey dam are required by the SPI_I_ method. Cemm data are required

for the original cross-tabulation of poverty status by associated variables, and sample survey data are

requiredto updatemaqlinaltotak The _ and._knesses of thesedm _ hsve been

discussed in the previous sections of this chapter. 'l'ne only additionrd consideration is that the

SPI_ method imposes greater demands on cemm dam than does the ratio-ame, hfion technique,

the other method that uses cemm data. The ratio-correlation t,_-h-_ue requ_'cSa census esgmate

of the incidence of poverty in each State. The SPI_F method requires a census estimate of the

2°It may be poss_!e to usc published crms-tab,,lations or, like C.zajka (1981), to purchnse cwu-
tabulated census data at a reasonable cost.
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incidence of poverty in a subgroup, such as thc elderly, in each State.. The lattcr estimate may be

substantially less precise than the former.

F. RECOMMENDATIONS FOR EMPIRICAL APPLICATION OF ESTIMATION METHODS

Two of thc _ small-area intimation mcthods deacn'bed in thc previous scctiom-the ratio-

correlation technique and SPP_::--t'equi_ census data. We recommend against the empirical

application and testing of these two methods.

For our empigcal application of the other three small-areaesl_natlon methods-thc direct sample

estimation method, the _on method, and shrinkage methods-each requiring sample data, we

recommend thc CPS as thc source of the sample data. We cannot recommend SIPP as a source of

sample data for this study because (1) SIPP, which is not designed for State estimation, provides small

Staresample_.;._tand (2) S'_P tmiquely identifies only 42 States.21

We recommend against the empirical application and testing of the ratio-con'elation technique

and SPREE for two basic reasons. Thc first reason pertains to the assumption of temporal stability

21An alternative approach, which is beyond the scope of this study, is to useboth CPSand SIPP
data: SlPP data f_r the largest States and CPS data for the remn_n_gStates. For the large States,
such an approach muld substantially reduce the nonsampUng error associated with the previously
discussed li_i,.ations of CPS data on income, assets, and fame, compmition with prosily only a
modest increase in sampling error from the smaller SIPP sample sizes. Also, the _-gression and
shrinkage cstlmntor_ might 'transfer" some of the reduction in --n_ error to the smaller
States. We are aware of no applications of this mixed approach, however, and cannot __mend
itwithont htrtla:rstudy. Tnereareseveralpotentialpmblenswitbtlz approach. Fast, comparisons
of States may be hampenxl by thc _t sources and relative magnitudes of nonsampling Mrs
associated with CPS and SIPP estimates. En_ts that arc ctfeetivelyd_,-_,--__ by taking the
difference between two Stores' estimates may no longer be eliminated when the uiimstes are
obtained from different dst& In some cases, SIPP and (PS data may be c_mptua_ _t,
further llmi_ng comparsbili_. Second, became the SIPP es_nates would be less precise (bye higher
sitmpllng Val"_bility) than th_ CPS _:stlrriil_ _ oppo_ filJF the _ Sta_S tO bOFfOw Stl_

from the large States through thc reipression model used f_ regnmion and shrinkage estimates is
'dnninished.Part of this d_:t isduamthe_ loss in precision for the _ S_ates and pan

to the relative lomin lSrectsioncompared m the other Sta___. 'l'he htter causes the largest States to
have lessinnuen_on the fitted tqlrenion model Thini, becamethe _:PP estimateswould be less
precise than the CPS estimates, the sluinka_ estimator would weilght tim direct sample estimate
reJat/vely less hravfly than the alternative (relpression) estimate, and some of the reduction in
nonsampling error would be lost for the largest States. Tnus, the effect on overall accuracy, as
reflected in both sampling and nonsampling error, is ambiguous, even for the large States.
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underlying both methods. The second reason pcrtnl,v_ to the computational burden imposed by the

methods.

The ratio-correlation technique assumes th,t the relationships between the cr/ter/on variable and

the symptomatic indic,am are stable, that the regression equation for State poverty levels estimated

using census data can be used to estimate State poverty leveh for any year until data from the next

census are ava/lable (usually about two years after the census is taken). The temporal mbility

assumption underlying the SPI_ method is weaker. The estimation all_rithm assumesthat the

census-year r/;lationsh/ps between the variable of/nterest and the associated variables arestable when

more recent sample data do not prov/dc contradictory ev/dence. If sample data reveal that the

relationship betweev -,*_fertystatus and age (elderly/nonelderly) has ¢hnn_d at the national level

since the census, SPI_- ,_ estimates will reflect that change. However, if it is determined that sample

estimates of poverty status by State are not _ently predse to serve ascontrol totals, SPI_I_. must

assume that the relationship between poverty status and State is stable.

Both the ratio-co_.lation technique and the SPI_ method require census data. Became Iong-

fDrm data from the 1990 census are not yet raz]able, we would have to me 1980 census data for th_

study.

Income data collected in the 1980 census perta/n to 1979, and our objective is to obtldn State

estimates of poverty and I_3P elilp_ility for 1986, 1987, and 1988. We have no reason, however, to

betievc that the relevant multivariate relationships have remained stable over time, in general, and

over the 1980r,, in particular, espedatly given the length of time that has elapsed betv/CChthe 1980

census and the years for which State es_aates are desired and given known changes in

mm_economicco_tiom. 1986,1987,mi 19_-erepe_t ofapro_economiceapamm_/th

iow infia_ and fnnlng unemployment rates. In contrnst, very high (double. d_'t) inflation pt,eva/led

during 1979, and unemployment had already reached its lowest point from which it would begin to

risc sharply. As aggregateeconomicconditionswere seeu_/n_ impwvins,however,the national
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poverty rate rose by about two percentage points between 1979 and I986-1_. (U.S. Departmcnt

of Commerce, 1990) With no ev/dence suggesting that either the ratio-correlation technique or

SPl_ strongly dominates shrinkage es_rontnrs (in terms of; for _*,nple, lower sampling error), we

believe that it is prudent to avoid potential biases from asstzming temporal stability.

We also recommend against the empirical application of the rafio-convJation technique and

SPI_I=_ because of the computational burdens imposed by these methods. Publ/shed census data

could not be used to obtain FSP eli_'bility estimates. FSP elilp'bilityestimates could be obtained from

census data only by processing microdata records and simulating FSP eligibility status for individuals

or households before aggregating across observations within each State.

We could use the ratio-correlation technique and SPREE to obtain State poverty estimates but

not State FSP eligibility estimates. This approach would avoid the FSP eligibility simulations. Use

of census microdata would be avoided entirely with the rat/o-correlation tt_agque because State

poverty estimates from the census are published and _ available. Use of census microdat,, would

also be avoided entirely with the SPI_ method if _ status were published by a satisfactory

set of associated variables. Published 1980 ceasus volumm crom-_ poverty status by State by

race by age by receipt of social security, for mample. We would recommend timber consideration

of thc SPREE method for obtaining State poverty estimates in future tree,arch.
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m. PREliMINARy EMPIRICAL ISSUES

This chapter discusses several issues that must be resolved before we obtain State estimates of

poverty, FSP eligibility, and FSP participation. Section A discu.v,es whether the unit of analysis

should be the individual, the family, or the household. We choose the individual as our unit of
e

analysis. Section B describes our method for determining the poverty status of individuals in the

CPS, and Section C _ our n_-thod for det_'mining the _ di_'bi_ status of individu,l, in

the CPS. Section D descn'bes how we measure PUP participation and correct for issuance errors.

A. UNIT OF ANALYSIS

The offichl definition of poverty is based on the total income of a f_dly. In contrast, lrSP

eligibil/ty criteria consider the total income and assets of a household, which may consist of more than

one family. Although poverty is a fsmily concept and FSP eligibility is a household concept, both

poverty and FSP eligibility are well defined at the individual level. If a family is in poverty, all

memberJ of the family are in poverty. If a household is elil_le for the FSP, aU members of the

household are eli_'ble for the FSP. Becammboth _ and FSP _ are _ defined at the

individual level, we use the individual as our unit of analysis. This also eliminates the problem of

comparing counts expressed in different units: counts of fam2ies in poverty and counts of households

eligible for the FSP. In this study, a poverty count is the total number of ind/V/duals in fnmtlit-_below

the poverty line, and an FSP eligibility count is the wtal number of ind/v/duals h hotmeholds el/ip'ble

for the FSP.

Another reason for counting individuals ra_ than families or households pertains m the

availability of administrative records data for th8 regression and shrinkage estimation methods. 'l'ne

auxiliary data required by these estimation methods are more _ available at the 'individual level

For example, tim Social Security Administration reports the number of individuals receiving

Supplemental Security Income (SSI) but not the number of families or households with SSI '.
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recipients. Administrative records data on the number of households with Aid to Families with

Dependent Children (AFDC) recipients are also unavailable. Although a symptomatic indicator

could, in principle, be in different units from the criterion variable, a regression model with the

criterion variable and the symptomatic indicator_ in the sameunits (either individuals, fnm,'lies,or

households) avoids confounding the association between the criterion variabla and a symptomatic

indicator with v_riatiom amongStates in _vemF _ or home.hold sizes.

B. DETERMINING POVERTY STATUS IN THE CPS

We use the same procedure as the Census Bureau for determining which individuals in the CPS

w,_-rein poverty. We compare the income of each fnma'byin the C"PSto a poverty threshold for that

family, l Persons in each household are classified into four family types: (primary) fsmnles, unrelated

subfamilies, nonfamiby householders (formerly, 'primary individuals'), and secondary ind/viduais age

15 or over. 2 For families with an income to poverty threshold ratio below 1.0, all individuals in the

f. mily are determined to live in poverty. Like the Census Bureau, we e_clude unrclated (secondary)

individuals under Me 15 from our poverty eslimatm. 3 No income data are collected for these

penons.

i

_The poverty threshold is a data field on family records on the CPS tape. Poverty thresholds
depend on family size, number of children, and age of the fazmly householder. The.guidelines are
updated every year to reflect changes in the consumer price index. In 1988, the mile poverty
threshold for a family of four was $12,092. Our procedure for determining poverty status uses the
poverty definition adopted for official government statistical use by thc Orifice of Management and
Budget.

2_Penmnsin related subfamilies are members of the primary fan_y.

_n Chap V, we present estimates of State lmVea_ rates and State FSP eJ_p'bilityrates. We
obtain a State rate by dividing s State count-the number of individuals in poverty or elilp_le for the
FSP-by the State population. For calculating rates, we enclude from the State population total
secondary individuals under age 15 'ln_ in households.
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C. DETERMINING FSP ELIGIBILITY STATUS IN THE CPS r_

In this study, we use a simple procedure to impute FSP eligibility status for individuals in the

CPS. Food stamp program rules are quantified and applied to each household in the CPS to

determine the household's eligibility status. Each individual in an eligible household is determined

to be eligt_blefor the 1_3P. We determine eli_ility status for August of each year.4

For this study (and the years 1986 to 1988), a CPS household is de_rmlned to be elil_'ble for

the FSP if its assets are less than $2,000 ($3,000 f_r elderly households), its monthly gross income

does not exceed 130 percent of the monthly federal poverty guidelines (a test that is applicable only

if there are no elderly or disabled persons in the household), and its net income does not exceed

monthly federal poverty guidelines.S Households in which ali members receive public assistance are

automatically eli/p_le.

The CPS does not provide monthly income figures and does not contain information on the food

stamp unit or asset holdings. We allocate annual income amounts to months using the procedures

described in Appendix A. The official food stamp unit defipition requires shared food purchases and

preparation in addition to shared living quarters for a group of individuals to be a food stamp unit.

Because the CPS does not provide information on food purchase and prmpara_n, the unit of

clip'bfiity used in this study is the census household _us SSI rcdp/mus in States (_ end

Wisconsin) that issue cash in lieu of food stamp coupons. We cs]oahte pure income hum the

estimated total monthly income of all members of the household and impute net income from the

houschoid's e.ar_inp_ unearned income, and geoL,rnphic location using an estimated regression

4As we note in Chapter V, national eligibility counts estimated from the CPS are higher than
national elifp'bility counts estimated from SIPP, with which we can more accurately determine FSI)
elifp'bility status. However, SIPP data arc not appropriate for obtninin$ State estimates, as noted in
Chapter IL

-Vi'heofficial monthly poverty guidelines are published by the U.S. Dcpartmem of Health and
Human Services and are adjusted each year to account for inflation. The I_P income guidelines
based on the poverty guidelines are the same for the 48 contiguous states and the District of
Columbia but vary slightly for Alaska and Hawaii and U.S. territories. Like the poverty guidelines,
the FSP income guidelines depend on household size.
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equation. We estimate assets by dividing the reported income fi'om financial as.setsin each household

by a rate of return of 6.5 percent. Appendix A descn'bes these procedures in greater detail.

D. MF_ASIYR.INGFSI' PARTICIPATION

We do not have to rely on sample survey data to estimate FSP participation counts by State.

Instead, we use State progran_ operalions data, which give population counts of FSP participanls in

each State. Such estimates are not subject to sampling error.6 The program operations data are

recorded v'_uthly. For this study focus_ on interstate variations, we could use data from any month.

We use ti _ltustparticipation counts in each year because the data needed for the FSP eli_'bility

simulations _nain to _u%_.

The program operations data record the number of persons in households that received food

stamps. Because we want to estimate s State's participation rate-the ratio of the number of

participants to the number of e.litp'bler,-we may wish to adjust for errors in issuance, that is, remove

from the total number of participants the number of individ,,sl_ who received food stamps but were

eot clio%lc. Issuance error estimates are obtained from samples of cases drawn by thc States. Thus,

some sampling error is introduced by adjusliag the participation figures for errors in imumcc. We

State eslimates of issuance errors _ 1986, 1967, and 1988 from lrHS. A State estimate

gives the proportion of participsms that are inelitp'blc. Multiplying the unadjusted participation count

by one mlnus this proportion ineligible _ thc adjusted participation count for the State.

6Trippe (1989) disomes the relative advaatagcs ami disadvaa_ of survey and program
operations data for measuring FSP participation. For this study, the absence of sampling error is the "
prima_ reason for our using program operations data.
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IV. _rlMATION PROCEDURES

This chapter describes our estimation procedures for obtaining State estimates of poverty, FSP

elig_ility, and FSP participation. Sections A, B, and C describe our est/marion proceAurcs for the

direct sample estimation method, the relp-essionmethod, and shrinkage methods, respectively. Each
s

section discusses how we obtain State estimates and how we mcasurc the precision of those estimates.

A. DIRECT SAMPLE ESTIMATION

Our direct sample estimates are obta/ned from the March CPS for 1987, 1988, and 1989.

Therefore, our estimates pertain to 1986, 1987, and 1988. The follow/rig two sect/om descn'be how

we calculate direct sample estimates of poverty, _ elil_ty, and FSP participation and how we

measure the precision of those estimates.

1. The Direct Sample Estimator

To obtain direct sample estimates of State poverty counts or FSP eli_ility counts, we sum the

population weights for ind/viduals d_t_Anmine,d tO _/n pOV_ or e._l"b_ for th_ F_P tl_ the

methods desm_ in Chapter HI. We obtain direct sample estimates of state poverty rates and FSP

elilp'bility rates by dividing for each State thc direct sample estimates of the _ count and FSP

eligibility count by the State population.

2. Measuring the Precision ogDirect Sample

We calculate standard caws for our direct t*mp!e,estimates of _ and _ elig_ility using

the Census Bureau's generalized _ _! To de.tivc thc __m_m_ r for a CPS

estimate of a Statc poveaV or _ eJilp'bRitytaunt, _ use the following generaliz_ variance

function:

, i

1Wolter (1985) d/scusses the spedficatlon, estimation, and limitations of/_neral/zed vadan_e "'
functions.
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(tv.l) =,,- ._f'ax_' +_bx,

where sx is thc standard error of the estimated State count., f2 is a State-specific gencrnliT_-_variance

function parameter, a and b are the genernfi-..-! variance function parameters pertaining to poverty

estimates, and x is the es_m.ted State count (the number of individuals in the State who are in

poverty or are l_P elig_le). The Censm Bureau provides estimated values for all the a't, b'rs and

t_'s in the CPS technical documentalion. To derive the standard error for a State poverty or FSP

elilp'bility rate estimate, we use the following generalized variance function:

(IV.2) s_ - I_b p (100 p)

where sx.p is the standard error of the estimated rate (written as a percentage), p is the est!mat_

poverty or FSP eligl'bility rate (written as a percentage), P is the base of this estimated poverty or

FSPelilp'bRityrate (the State population),andb andf_aredefinedss before.

One problemwith usingthe ipmer-l;,,,4variancefunctionsis th.t our_ _ty estates

arc not true directsampleestimatesbecausewemustsimulateNSPelilp3_tystatus._ our

' standa_ _ may not be rcliab_ A)thoul03 our simu3ntion l=nt'oc=_urcmay redu_

samptmg varlabili_, it may introduce nonsampling error. Assessing the _ of simulating PSP

clilp_ility status on standard errors of PSP eliku'bilityestimates is beyond the scope of this study.

Thus, we assume that our NSP eUip'bilityestimates arc direct sample estimates. Estimated standard

errors should be interpreted with caution. 2

aBecatae the shrinkage estimator that we use in this study and descn'be later in this chapter relies
on the estimated standard errors of our direct sample estimates, we determlrle in Chapter V whether
our shrinkage estimates are substantially different when we assume that the true standard error3 of
our direct sample estimates are 20 percent higher than the estimated values. This is a reasonable ·.
sensitivity test, although we cannot be sure that the estimated standard et'tots undematc thc true
standard erronL
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A second pwblem with using the genernliT_,tvariance functions is that, even if our FSP elilp'bility

estimates w_re true direct sample estimams, the geaeralizext variance functions that we use pert, in

to poverty estimates. However, it does not seem that this could be an important source of error in

our estimated standard errors for FSP eli_'bility estimates,//yen the similarities in povc_ guidelines

and FSP eli_n'bili_income _midelines.

A third problem with using the generalized variance functions is that the estimated standard

errors of rates and counts are inconsistent. The standard error of a State's poverty rate multiplied

by the State's population should equal the standard error of the State's poverty count. $ The Census

Bureau's procedure for estimating _.aeralized variance function parameter values docs not ensure

that this equality will be sa_ In fact, va_ find that the standard error for a count derived

indirectly flxnn the standard error for a rate is about seven to eight _ lower in the typical State

than the standard error derived directly from the generalized vaxianm function for a count. We arc

concerned about this inconsistency because, for reasons given in Sections B and Cowe must specify

our regression and shrinlenge models in terms of rates. Then, we must obtain count estimat es and

count standard errors from the rate estimates and rate standard errors. In selected tables in Chapter

V, we report standard errors of direct sample estimates of counts derived directly using the

generalized variance function for count estimates (Equation (IV.l)). However, when we compare

estimates obtained from different mcthocls, we rely on standard errors of direct sample estimates of

counts derived indirectly using the generalized variance function for rate estimates (Equation (IV.2)).

In most tables in Chapter V, we report the standard errors derived 'indirectly.

II

SA mmdaxd result fixan stafisties is thag if p is a nmdom variable, P is a mnstank smd x - Pp,
then the standard em_ of x is P fimm the standard _ior of p. Hem, p is tbe State _ rote, P
is the State popula't5_ and x is the State poverty count. Because a CPS State population estimate
is not subject to sampling error, it can be treated as a known constant- _ each State, CPS
population weights sum to a population estimate derived f=romnonsample (census and adm!-',strative
records) data.] Strictly, some sampling error is introduced by subtracting a sample estimate of '
unrelated individuals under age 15 from the State population total to obtain the total usexi.
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We calculate standard crron for estimated 'poverty and FSP eli/ibility counts and rates using

Equatiom (IV.l) and (IV.2.). To calculate a standard error for a State FSP participation rate

estimate, we use the following expression:

JOr3) ST. ? (1 - 0 i lo' 4' _ t

i1 - i) n

where sT is the standard error of the estimated participation rate, T is the unadjusted participation

count, i is the issuance error rate (the proportion of participants who are ineli_'ble), G is the

estimated eli_ility count, so is the standard error of (3, and n is the sample size on which the

estimate of i is based. Although some States estimate i from a stratified sample of case files, we

resume that i is estimated from a simple random sample of size n. The _ term under the mt/cai

captures the contn'bution of sampling error in i w the standard error of the adjusted participation

count. Because we find that figs contn'bution is very small relative to the contn'bution of sampling

error in our FSP eligib/l/ty count es_mnte, we do not take into account the effects of the more

complex sampling schemes used by some States to estimate issuance error rates.4 For this report,

we derive sG using the indirect method descnt_ed ca,tiler. F_lUation (IV3) _ a Taylor series

approximation to the standard error of a ratio estimated from a sample &-a_enunder a complex

design, such as the CPS design (Wolter, 1985).s Exact exprer,siom for standard errors of ratios

cannot generally be obtained. We also use Equation (13/.3) to calculate standard errors for regression

and shrinkage estimates of FSP participation rates, using re/reuion and shrinkage estimates of/3 and

SG -

4Also, information on State sampling _ is not r_du_y avatfiable. FNS suppli_ valuta of n
for all Stat_.

SA participation rate is a ratio, the ratio of the number of participants to the number of eliip'bles.
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IL THE REGRESSION METHOD

The objective of thc regression method is to smooth direct sample estimates and reduce sampling

variability. The following sections descn'be our estimation procedures for applying the regression

method and discuss issues that arise in obtaining regression estimates.

1. The Regression Model and Estimator

The regression method is a model-based approach to small-area estimation. The general form

of the regression model is:

(IV.4) Y =XB +u.

For this study, Y, the _n variable, is a (51 x 1) vector of S_ sample (CPS) estimates

measuring the 'incidence ofpoverty or FSP eliip%ility. XIS a ($1 x p) mai_;,,oontaining data for each

State on a set of p - 1 symptomatic indicators.6 B is a (p x 1) _ of parameteus to be

estimated, u is a (51 x 1) vector of disturbances reflecting the inabilityof the symptomatic indicators

to account for all of thc interstatevariation in poverty or FSP eligibility and thc fact that the sample

estimate30[ poverty OFFSP eligibility are subject to sampling error. We assume that the elements

of u have means equal to zero and the same (unknown) variance and that the elements of u are

statistically independent. _Be___useour model fitting procedure will be guided by 't4tatistica"

indicating whether indh,idual elements of B are s'_tifican_ different'from zero and, thereby,

whether the corresponding symptomatic ind/camra are related to the 'incidence of poverty or FSP

tt

6One of the p columns in X is for a comtant term (intercept) taking a value of one for all States.
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el/gibility, we w/Il also assume that the elements of u arc normally d/stn'buted? Thc regression

method can be used to obtain small-area estimates without assuming normally distributed errors, s

Thc regression estimator is:

0v..s) i' = x_.

I_ is our est/mate of B. We obta/n ]_by or,t_,,,,,yleast squares (OLS).

2. Crlm'ion Variables and Symptomatic Imiicators

Our criterion variables are direct sample estimates meastu/ng the incidence of poverty and NSF

eliF_,'lity at the State level For both poverty and FSI' el/gib/I/ty, we consider two measures of

/nc/dencc. One measure is thc State count, the number of ind/viduah in poverty or the number of

indlv/duals cligiblc for the FSP. The other measure is the State rate, the proportion of ind/viduah

in the State who are in poverty or the proportion of/nd/v/duals in the State who are el/gl'hie for the

NSP. Although wc eventually want to obta/n estimates of State counts, we estimate regression models

for State rates. The rcasom for expressing criterion variables as rates rather than counts are

explained in section 4. We do not use the PSP panidpafion rate as a cr/tmion var/able. Instead, we

derive regression estimates of FSP part/dpation rates by dividingparticipation taunts adjusmt f_r

?Because a State poverty count cannot be negative, the ranges of the elements of Y and, thus,
thc elements of u are restricted. Although a normal random variable is unbounded, we have no
reason to suppose that thc distributiom of the elements of u are not approximately normal.
Normality is a standard assumption.

aAlthough we assume normality so that we can idcnt/f 7 a 'beat" regression model, the calculations ,,,
performed to obtain regression estimates from a given model are the same with or without the
nomudity assumption.
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issuance errors by regression _limatcs of FSP eli_'bility counts.9 The derivation of the sample

estimates of poverty and P-'SPeligibility used as criterion variables was descn'bed in Section A.

For this study, there are several necessary or, at least, desirable properties for estimates of a

symptomatic indicator. These propea'fi_ include the ava_bitity of estimates for every State, thc

availability of estimates on an annual basis, and the availability of _timates soon after the year to

which thc estimates pertnln_ We also argued in Chapter H that estimates of symptomatic indicators

should have little or no sampling variability. Symptomatic indicators should, of course, be as,v_ated

with the criterion variable under consideration.

Our preliminary list of potential symptomatic indicators satisfying these properties is as follows:

· The proportion of indiV_uals in the Sate receiving Aid to Famfii_ with
Dependent Children (AFDC)

· The proportion of 'm'cirvidualsin the State receiving Supplemental Security Income
(ssi)

· Sate per capita total personal income

· The State _ rate (thc number of violent and _ _ Per I00,000
population)

· Low birthwcight births 0ess than 2,500 grsm.,) as a proportion of all live births in
thc State

· A dummy variable equal to one if one percent or more of the State's total personal
income is attributable to the oil and gas extraction industry

9The pUrpo_ of the regression method is to smooth _ sample estimates and reduce sampling
variability. If we did not adjust p 'arVn ootmts for issuance errors, the only source of sampling
variabilityin a participationrate_ wouldbe the eliv'bilitycountestimate,whichis the
deno,-i,,atoroftheparticipationntt (Our 'pamtipaii_countfro,-pasta opations data,which
is the numerator of the '_ ntte, ii a population, not utmple, mtimate.) Using _n
,stinat_ ofclip'bnit_counts._=ob___ _ wo_ givemooth_ partin'pation
rateesti,-at_tTheon_ _ W___ thatm in_ mJ_ mi remains
to be smoothed is atm'vutablc to our adjusting participation cotmts for _ errors and to thc
sampling variab,qltyin isauan_ error estimatet We do not bellow., howe,vet, that intemate variations
in muance error rates could be successfully modeled without a much grcat_ ImowledF of the causes
of issuance errors and the availabi_ty of a wider array of symptomatic indicato:a.
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Sources for the estimates of these symptomatic indicators are !_ven in Appendix B. The dummy

variable for oil and sas income was identified and added to the list of potential sympwmatic indicators

only after we had fit r_vc_ preliminary regression models for poverty in 1988 and discovered a

strong pattern among the residuals,l° Alaska, Colorado, Louisiana, New Mexico, Oklahoma, and

Texas had consistently higher poverty rates than predicted on the basis of the other symptomatic

indicators.

3. The Model Fitting Procedure

For each of the three yom (1986, 195'7,and 1988) and each of the two criterion variables

(poverty rate and I=SPelisl'bility rate), we use a simple procedure adopted by Ericl3en and Kadane

(1987) to select the 'best" set of symptomatic indicators and the 'best' mllrmsion model n The

procedure identifies the best one-variable model, the best two-variable model, the best three-variable

model, and so forth. The best three-variable model is the three.symptomatic-indicator model with

the highest R2 and with t-statistics greater than two for ali three symptomatic indicators. R2 is the

coei_icient of multiple determination. It lies between zero and one, inclusive, and gives the

proportion of the interstate variation in the criterion variable that is *explained*by the symptomatic

indicators. A t-statistic equals the estimated coefficient for a symptomatic indicator dividedby the

coefficient's estimated standard error. If the t._atistic is ipmster than two, we are 95 percent

confident that the coefficient is diffet'ent from zero and that the symptomatic indicator is associated

with the criterion variable (the symptomatic indicator and its coeffi_t are "si_iFu_ant'). For this

study, we also explicitly added the condition that the signof each sillniticant _t 'make sense.'

i

t°A residual is the difference between the observed value of the criterion variable and the

predicted value of the criterion variable. In our notation, the vector of state residuals is given by Y

nThis model fitting procedure would not be appropriate if our objective were to test behavioral
hypotheses rather than to smooth direct sample estimates.
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We believe that higher per capita income should bc associated with lower poverty, for example.

Thus, the coefficient on per capita income should be negative.

If, for example, we do not find a four-variable model with t-statisticsgrcater than two for an four

symptomatic indicator_, we select the best overall regres.sionmodel [rom among the best one-variable,

the best two-variable, and thc best three-variablc models? To dctcrml-c whethcr thc best three-

variable model is better than thc best two-variable model, we compare thc explanatory power of thc

models to assess the gain from adding a third variable. Wc cannot rely on R 2 for this comparison.

If Ra is less than one, adding a symptomatic indicator will always increase R2, and our best overall

model would always be the three-_le model Whether the gain from adding a third variable is

substantial is partly a subjective judgment, a judgment that may be made easier by considering

adjusted measures of R2 that penalize the addition of va:iablesJ 3 We return to this issue in

Chapter V, when we discuss our empirical results.

4. Specification of the Criterion Variable

Our specification of the basic regression model assumes that the variance of the error term u is

the same for each State. However, a common problem is to find unequal error variances when the

units of observation in a regression--States, in this study-have very different sim_. Although size can

_t ispos_le fora fi_ur_modd_t4mis_ gmmsrthanteo _ anfou/_
indicators to hsve a lower R 2 __ the best thr--,.,_mriablemodel or another four-variable
modelwithat leastca: t4tatistic we illnomthiscase.
RegardlesS,2 we would not regard such_a model as'the best ovendt. (For a four-variable model to have
a lower R than a three-variable model,the four-variable model must have at least two symptomatic
indicators that do not _ in tbe _ble _)

_Amen_a 098S)discussestwo_usted _ ofR2. Oneis _2 = I - pl/(S1 - P)}0 -
R2). The other, which penalizes the addition of variables more heavily, h _2 = 1 - [(51 + p)/(51

- p)](l - R2). p - 1 is the number of symptomatic indicators.
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be measured in different ways, C.alifomia is at least 60 times larg_ than WyomlnS ff size is measured

by population, the poverty count, or the FSP eliip'bRitycount. 14

Tnl:Yrel;minm7ll_ons 1,1mJl_the poverty cotmt or the _ eJiip'b_ityootmt Ils the crit_-_'ioQ

variable, we found strong evidence of unequal error variances. This condition is called

'heteroskedasticity. "x5_6 The consequence of hetermkedasticity is that, using OLS, we cannot

assess the overall fit of the regression model or thc significance of individual symptomatic indicators.

Thus, our model fitting procedure will fail Our inability to assess the fit of the regression model and

to identify a 'best" regression model also implies that we cannot calculate the shrinkage estimates

described in Section C.

Ericksen (1974) recommends specifying the Criterion variable as a rate rather than as a count-

the poverty rate rather than the povca_ oount, for ,-_mple-.as a way to equalize error variances

across States. 17 A State poverty rate or FSP elilp'bilityrate is obtained by dividing the State

count or FSI) elilp'bility count by the State population. Tn our relPmsions _ the poverty rate or

the FSP eligibRity rate u the criterion variable, we find no statistically significant evidence of

heterm_fi_. Thus, unless otherwise noted, all regression results reported in thi, study pertain

14We expect the poverty COUnt and the FSP eligibility count to be strongly positively correlated
with population. For 1988, both estimated correlations based on direct sample estimates equal 0.96.

2SOur test for heteroskedasticity was proposed by Bremch and Pagan (1979). The basic idea of
their test in the contesX of this study is, roughly, that the residuals from an OLS regression should
not I_ '_tly _ tO _ popuhKion _ or ttlly Otb_' valilbk_ if _ il ao
hetermkodasfi_. If, on the other hnnd, error variants are larger in larger rotes, for enmmpl_
resid,,st, should be larger in larger states. The. Btmmch-PNPm test is described in detail in JudF et
aLpmo).

l_,'e estimated many different relpression models in which the criterion variable was the poverty
count or _ etilp_ty count. In each case, thc hypothesis that error variances are equal across
states could be rejected at any conventional level of significance.

l?Ericksen (1974) also notes that the dism_ution of rates is often more normal and less _ .
than the distribution of counts. That is true for this study.
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to models in which the poverty rate or the FSP eligibility rate is the criterion variable? Estimates

of counts are derived indirectly from regre.ssion estimates of rates by multiplying the rate estimates

by State population totals.

S. Mensnrl_ the _lon of Regr_don Estimates

The purpose of the regreasipn method is to smooth direct sample estimat_ and obtain estimates

with lower sampling variability. Reductions in sampling variab_ are evidenced by smaller standard

erronLStandardermn of regression_at_ canbe_ _'estimated.lt_°

As we noted in Chapter IL the cost of obtaining lower sampling variability is bias. In contrast

to direct sample estimates, regression estimates are biased. Taus, to compare the p_cision of direct

sample estimates and regression estimates, we prefer a measure of precision that accounts for not

only sampling error but also bias. One such measure is mean square e_ (MSE).

In applications where the objective is to estimate a single _ the MSE of an estimator is the

bias squared plus the variance. The vn.,-[anceis the standard error squared. For this study, in which

_SAnalternativeapproachwmtldhavebeen to specifythe =itegon vsgablesascoun_ andto
estimate the re, on models by _____._il.,..4least squares(OLS) rather than OLS. OLS
acco,-,,,odatm_ticity. _, usingOLSwouldhaverequiredourmakingassumpt_ns
about how error variances vary among states and our s_ the for_ of the i_ao_d_.
Regression est_mstes may have been sensitive to the s_tion chmen, and a _ sensitivity
analysis would have been beyond the scope of this study. The GLS .appr0achalso would have
complicated the shrinkage estimator prolx_sed in Section C.

-,,. - ITO' - t9¥(51- p)t -sun'of
errorsof the 51 stateregressionestimatesaregivenbythe --sqUarerootsof the diagonalelementsof
the (51 x 51) variance-covariance matrix. Because the crib?
as a rate, these standard errors _ to regression estimates of rates. 'TO ob 't_na-s 'tanda_error
for a count estimate., we multiply the standard error for the rate estimate by the State population
total.

20 - i not- '=_' -_::: - ....noted-_ti_r,.. do fit rondelswiththe 1_ _tin_rate asthe crimion
variable. Our _ estimatesof _ participationrat_ --'afc from our rcgtusion
estimatesof FSI' eliip_ilitycounts(whichareobtainedfromregteuionesti,,,.tesof eli_ility rates).
We calculatestandarderron forour teipessionestimatesof FUPparticipationrates_ Equation ".
(xv3)tnSectionA.
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51 estimates are required, the MSE is represented by a matrix? Although we have derived an

analytical expression for the MSE matrix, the MSE matrix of the regression estimator is not estimable..

Moreover, it is not poss_lc to determine whether the regression estimator is better (or worse) in

terms of MSE than the direct sample estimator. _;_

c. smum GE MEmoD's

Our objective in applying shrinkage methods is to oombine direct sample estimates and regression

estimates to eaploit op_msny the unbiasedness of direct sample estimates and the lower sampling

variability of regression estimates. Shrinkage estimators can take many forms, including d;fferent

kinds of lames-Sudn estimators, Baym estimators, and F.m_ Baym estimators. For this study,

we choose a specification used for small_ esti,,,,,tlon by F.ticksen and Kadane (Ig_, l_g'O.

Ericksen-Kadane estimator, originally developed by DuMouchel and Harris (1983) based on

pioneering work by Lindley and Smith (1972), is a hierarchical Empirical Baym estimator. Ericksen

and Kadane used thls estimator to obtain estimates of population undercount in the 1980 census for

66 local areas constituting thc entire United States.

II

;nThe MSE matrix is (:51 x 51). The 51 diagonal elements arc the squared estimation errors for
the 51 States. Each off. diagonal element captures any tendency for the estimation esmrs in two
different States to be related. For example, a pos'nivc value for the (1,2) cell in the MSE matrix
'mdicatm that, if the rqresdon estimate for the first State is too high, the _n estimate f_r the
second State is also probably too high.

=Ame  la 0 5) primly.

ZSCom_ two matrices..-m_ with (512 -i 2,601 elements-is harder than comparing two single
numbers. Scalar (single-number) apprrnimnfions are available for measuring the "size" of a mabia.
One is the ma_ia trace, which is the sum of the diagonal elements of thc mahla. Erickscn (1974)
finds, however, that estimates of this measure can be highly sensitive to underlying parameter
estimates and may not be reliable. Moreover, the estimates obtained cannot strictly be interpreted
to support an inference of how much better or worse thc regression estimator is oompared to the
direct sample estimator. For these reasons, we do not calculate approximate MSE estimates for the
regression estimator.
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L The Shrlnka_ Model and Estimator

Because Ericksen and Kadanc (1985, 1987) describe their hierarchical Empirical Baycs model

in detail and develop the intuition for the Bayesian framework, we will only summarize thc model's

basic features for this report. The first level of the hierarchy is a probability model dcscn'bing the

sampling distn'bution of the direct sample estimator. The model spec/ties the means and standard

crm_ of the direct sample estimates. Beca_ the direct sample estimator is unbiased, the means are

the true {[unknown) values mcas_ the incidence of poverty or I"'SPeliip'bRity. The second level

of the hierarchy is a rei_msion model In this Study, the regression model relates poverty or FSP

efi_'bility to symptomatic 'm_cators and captures systematic factors associated with interstate

in povertyor FSI'eli_ility.

Our shrinkage estimator is:

(1V.6) d = (D + s-2P)-tDY, .

where d is a (51 x 1) vector of shrinkage estimates of poverty or FSP eligibility, and Y is a (51 x

1) vector of direct sample (CPS) estimates of poverty or FSP ei/fp'billty. D is a (iii x 51) diagonal

matrix with diagonal element (/,i) equal to one divided by the variance (standard error squared) of

thc direct sample estimate for State L P - I - X(X'X)'IX ' is a (iii x iii) matrix, where I is a (51

x 51) identity matrix (all diagonal elements equal one, and all other elements equal zero) and X.'.w

a (51 x p) matrixcontainingdata foreachState on a setof p - 1symptomaticindicatorLThisis

flzesine X mtrk umt by t_ repmm m_d. s-2 -- 1/_, where_ is ascalar_ the

interstatevariabilityin povertyor FSI'e!tf!,t_tynoteEpbtinedby the symptomatic'mdicatomTaus,

_ re. ms thc U_kor _ of e_ r_ion nodeL We _,_mte _ by _ thc fo_

_ood function with respect to s:

(IV.V) L - iWl_ tx'wxt -_ exp[-v,Y'S_,
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where W - CD-; + s_ -2 and S = W - WX(X'WX)-;XW_ r. [W] _ is the detcr_in.nt of the

matrix W raised to the one-half power (the square root of the determinant of W). exp[ ] is the

exponentiafion operator (e -- 2.718281828... raised to the power given by the number in brackets).

Although the analytical expression for our shrinkage _fimamr is complicated, at least one

intuitively semele implication can be seen easily. If our symptomstic indicators explnin none of the

interstate variabRity in povc_ or FSP eligibility, then s-2P = 0si , where 0si is a (51 x 5I) mah_

of zeros, s-2P = 0st implies d = D-1DY = Y. Thus, when the regression model has no explanatory

power, no weight is given to the regression estimates, and the shrinkage estimates equal the direct

sample estimates.

Because the criterion variables in our regression modcis are specified as rates rather than as

counts (for reasons given in Section B), our shrinkage estimator produces intimates of _t__

F._tlmntes of counts can be easily obtained from estimates of rates. We estimate a State poverty

count by multiplying the State's est/mated poverty rate by the State population.

2. Mmsurtng the Pm_ion of Shrinkage F.attmatas

The var/ance-covar/ance matrix of our shrinkage estlmJtor is:

(tv.s) v = CD+s-2P)-L

where D, s-2, and P are as defined before? Standard c,,-:orsof the/il State shrinkage estimates

are given by the square roots of the diagonal elements of V, a (51 × 51) matrix,zs_

Z'The 'final answer" from a Bayesian analysis is a '_ for the true vab,_ that we are uying
to estimate. The distn'bution is conditional on the observed data (sample estimates and symptomatic
indicators in this study). Our shrinkage estimator, ct, is the mean of such a distn'bution, and V is the
variance-covariance nmt, i._ of the distribution. Given certain assumptions, which were made by
DuMouchel and Harris (1983) and Erickzen and Kadane (1985) and which vn_ also make., the
dism_ut/on is normal The distn_utlon _ the uncertainty that remains after the olx_vcd
data are taken into account.

ZSThese standard errors pertain to estimates of poverty rates or FSP elilp'bility rates. To obtain .
estimated standard errors for poverty counts or FSP elilp'bilitycounts, we multiply the rate standard "
error for each State by the State's total population.
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If our shrinkage estimator gives any weight to the regremion estimates, the shrinl_-ge estimator

is biased. It would be desirable, therefore, to measure the precision of our s_-inkage estimator

using the MSE criterion. However, because an estimable analytical expression for the MSE mat_k

of our shrinkage estimator is not available,we do not report MSE estimates.

°r

_Our shrinkage mtimatm of FSP participation rates are derived from our shrir_i_sgeestimates of
FSP eligibility counts. We calculate standard errors for our shrinkage intimates of FSP participation '
rates using Equation (IV3) in Section A.
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V. EMPIRICAL RESULTS

This chapter prments results from our empirical application of the direct sample estimation

method, the recession method, and the chorea shrinkage method. We determine thc poverty and

FSP eligibility status of individuals in the CPS as descn'bed in Chapter IH and use the _timation

procedures descn'bed in Chapter IV. We obtain direct sample, regression, and shrinkage estimates

of poverty, FSI' zUip'bility,and FSP partidpafio_ Section A presents our direct sample estimates.

Section B descrl_ the results from our spplicagon ofg_e rei_essioa model filii_ _ discussed

in Chapter IV and _ our ssSms.ion mti.,,,,_,,, Section C _ our _ _ti,..,_

Ow shrinkage es_maux is the hiemrchi_ _-,,,p'n'icalBa_ _timstor _ in Chap_ IV.

of these _ _ _ our estimates of State poverty counts, pom'ty rates, eli_ili_y counts,

eli_'bili_ rates, and participation rates and _rsm;,,_ the precision of the -_inm_ obtained. Section

D assesses the three alternative estimators based on our empirical resul_ Our assessment focuses

on the shnflarities and differenc_ in the distributions of States estimates, in the point estimates for

individual States, in the precision of estimates, and in the interval estJ_'ms_tm(confidence intervals) for

individual States. Wc also as_emthc relative sensitivity of alternative miimata to model spedficat/on,

for example.

A. DIRECT SAMPLE ESTIMATES "'

This section presents our direct sample estimates of State poverty count, State FSI' ei/ip'b_ity

wuma, and ,?_ FSI' '_ mm. It tho presents our direct sample estimstm of Stste

poverty ram and State PSP eli_ty rates.

X. Direct .S_pk _.of S_e_ C..m_t,

Table V.1 displays direct sample,estimates of State poverty counts-the number of individuals in

poverty--for 1986, 1987, and 1988. Table V.1 also gives standard errors for the estimated counts.
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We derive the standard errors by multiplying the standard errors of estimated _ rates by State

population wtals. States are lp'ouped ,,__r_-ordingto the nine census divisions, although we do not

derive estimates for divisions. Each United States total is the sum of the 51 State counts)

Because the poverty count is so strongly eon,elated with State population size.,the implications

of estlmnted colmts wredifficult to assess. In most cases, one State has a higher poverty count than

another State because it has more residents. According to Table V.1, 31,745,000 individuals were in

poverty in 1988 in the entire United States. Estimated State po_rty counts for 1988 range f_m

43,000 individuals in Wyoming and Vermont, the smallest and third smallest States, to 3,687,000

individuals in CJ,lifornia, the largest State. The median State poverty count estimate for 1988 is

457,0(10 individuals fix Matldand.

Although it may be hard to _ est_nated pove_ counts for States of _t sizes, it b

easy to see that many of the standard erron of the direct sample estimat_ are very !aq_ _ w

the estimated counts. In Table V.I, the standard error is more than ten percent of the estimated

1988 poverty count for 39 States. The standard error is more than 15 percent of the estimated count

for 20 States and more than 20 percent of the estimated count for 4 States. In one of those three

States, Connecticut, the standard error is about 30 percent of the direct sample estimate. Using the

ratio of the standard error to the estimated count as a standard of precision, we find that the direct

sample estimate for Texas is the most precise. For Texas, the standard error is about 5.9 percent as

large as the poverty count for 1988. The 95 percent confidence interval for Texas' poverty count,

IAfter submission _ the first draft of*ha report, the Census Bureau published for. the first time
ever CPS estimates of State _ counts and _ rates. The published estimates, pertaining
to the yea_ 1_0-1990, are direct sample eslimates obtained from the March CPS. The direct sample
estimates containocl in this rqxxt match those L_ublishedfor 1986 and 1988. This report's estimates
for 1987 are based on a data file created under the Census Bureau's former CPS data pruc_

anddo not allr_ mzcily _ t_ publis!_ fi_rm, _ _ breed on a _e c_ttmi under
the current pmcasing systezn. The current processing system was implemented between the March
1988 CPS and March 1989 CPS, although a March 19118CPS file was ¼ter created under the new
processing system. _be direct sample estimates published by the Census Bureau are accompanied
by the warnln..__gsthat they "should be used with caution since rehtively large standard errors are
associated with these data' and _ advise strongly against using these estimates to rank the States"
(U.S. Department of Commerce, 1991).
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however, is still the second widest at nearly 690,000 persons.2 We are 95 percent confident that

Texas' 1988poverty count was between 2,661,000 and 3,351,000 ind_if trak California has the widest

95 percent confidence interval at over 1,000,000persons. Using the direct sample estimation method,

we arc 95 percent confident that California had between 3,179,000 and 4,195,000 poor people in

1988.

2. _ Sample F.sitmat,s of State I_P _p'bil_lU Counts

Table V.2 displays direct sample estimates of State FSP elilp'vility coune.-thc number of

individuals elilp_le for the FSP-for 1986, 1967, and 1968, Table V.2.also gives standard errors for

the estimated counts, which we obtain by multiplying the standard errors of estimated FSP eli_t)ility

rates by State population totals. Each United States total is the sum of the !51State counts. As

noted before, each individual's eligibility status is determined usingthe simulation procedure descnl_ed

in Chapter HI and Appendix A. The simulation procedure applies the FSP gross and net income and

asset tests,

According to Table V.2, 37,333,000 indMduals were elilp'ble for the FSP in 1988 in the entire

United States. 3 Estimated State _ elilp'bility counts range from 49,000' '_ in Wyoming,

the smallest State, to 4,097,000 individuals in California, the largest State. The median State

elilp_ility count estimate for 1988 is 487,000 individuals for Colorado.

As with the poverty counts, many of the standard errors of the direct sample _,,tes of FSP

elilp'bility counts are very large relative to the est_.,_,_ counts. For 35 States, the standard error

exceeds ten percent of the estimated count for 1988. The standard error exceeds 15 percent of the

estimated count for 13 of those States.

_I'ne lower bound of a 95 _t _ interval is the point estimate (the estimated poverty
COUnt) minus 1.96 times thc $talldal-derror. The upper bound is the point estimate plus 1.96 times
the standard error.

_'ne national totals for 1986 and 1988 are similarto the estimat_ reported by Trippe, Doyle., and
Asber (1991). Trippe, Doyle, and Asher (1991) did not derive an estimate for 1967.
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We should caution that, because we simulate FSP elilp'bilitystatus, our standard error estimates

may not be tellable. Within the scope of this study, we cannot judge thc effects of the simulation

p_ure on the precision of our estimates. Although the simulation procedure may smooth out

some sampling variability, the proced_ may iatroduce nonsamplingerror. To calculate standard

errors of Fb"Peligibility estimates, we mume that the estimated eUsibility taunts (or rates) arc direct

sample estimates obtained without simulation. It may be prudent to regard the standard errors on

FSP elilp'bility estimates as lc-wer bounds on the true values.

3. Direct Sample Estinmtes of State FSP Participation Rates

Table V.3 displays direct sample estimates of State FSP participation rates-the percentage of

FSP-elilp'ble in .dividualsreceiving food stamps-for 1986, 1987, and 1988. Table V3 also gives

standard enot_ for the estimated participation rat__ Part_'patlon oounts are adjusted for errors in

hsmmce. We derbe the vindard enm_ in Table 3/'3 from the standard errors in Table V.2.. To

calculate the standard errors for adjusted participation rates, we assume that the estimates of/ssuance

errors are obtained from simple random samples within each State,. Chapt_ IV _ our

procedure for estima=ag standard errors of participation rates.

According to Table V.3, the median FSP participation rate was 43.9 percent in 1966 and 196'/

and 46.6 percent in 1988. The national participation rates implied by our State estimates were 47.1

_t, 47.0 percent, and ,t&0 percent in 1986, 1987, and 1988, respectively. 4_ Delaware and

4Trippe. Doyle, and Ashez (1991), who do not adjust for errors in issmmoe, report national
participation rates of 48.8 percent and 49.3 percent for 1986 and 1968. Our estimates arc
because we adjmt each State partiSpafion count for errors in issuance.

5We -estimate panidpation rates ming CPS rather than SIPP data because SIPP, which is not
designed for State estimation, provides small sample sizes and supports much less precise _ample
estimates for some States and becausc SIPP uu/quely identifies only 42 States. However, aswe noted
earlier, we can more ____,-_'atelydetermi-c FSI) eliffl_ty status ming SIPP data. National
participation rates estimated usins SIPP data are about 10 to 15 pezccn_ points higher than
national part/c/pat/on rates estimated ming CPS data. (See, for czample, Doyle (1990).)
Undencporting of income and other data si,-itations in the CPS explain thc differences. The CPS '..
ove_ta,,-- eliip_ility counts (the denominatorJ of participation rates) and, thus, undetstatm

(contl-ued_)
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Alaska had the lowest participation rates in 1986 at 28.7 _{it. Nevada had the lowest

participation rate in 1967 at 22.0 percent, and New Hampshire had the lowest participation ram in

1988 at 20.4 percent. Pennsylvania, Michigan, and Wisconsin had the highest participation rates in

1986, 1987, and 1988 at 68.9 percent, 69.8 percent, and 763 percent, resp_ti_ly. In each of the

three year& about one-third of the States had participation rates below 40 percent, about one-thlrd

of the States had participation rates of at least 40 percent but below 50 percent, and about one-third

of the States had participation rates of $0 percent or more. Table V3 shorn that participation rates

tended to be relagvely high among States in the Middle Atlantic and East North Central census

divisions and relatively low among States in the Mountain and, at least in 1986, West North Central

census divisions.

Table V3 shows that standard errors for dire_ sample es_mstes of participation rates are

extremely large. The median standard error is 1.0 percent for 1986,//.6 l_roent for 1987, and $.7

percent for 1988. For 1988, 22 State estimates have standard errors of at least four percent but less

than six percent. The 95 percent confidence interval for a State with a standard error of four percent

is about 16 percentage points wide.,e_'tend;ng8 percentage points in either dire_ion from the point

estimate of the participation rate. Only nine States have narrower coafideace intervals for 1988.

Twenty States have 95 percent confidence intervals that are at least 24 _tage points wide. Using

the direct sample estimation method, we are able to state in the most extreme case only that we are

95 percent confident that Connecticut's FSP participation rate was between 30.1 percent and 90.1

perccat. The most _ direct umplc cstimete is for FlOrida, for which we are 95 pctceat

confident that the State's FSP 'pmisipatizrate was between 28.5 _t and 363 pe_:_t, a range

of nearly eight _tai_ points.

s(..mminms)
participation rates.. Although _tion rates for individunl States may be understated, an
important point is that the estimates reported in this study may accurately reflect the degree of
interstate variation in participation rates and the relationships between, for example, poverty and
participation rates.
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Some of the large fluctuations in participation rates between years may be partly explained by

sampling error rather than, for example, behavioral changes. According to the direct sample

estimates, Connecticut*s participation rate fell by 6 percentage points between 1986 and 1987 before

rising by about 17 percentage points between 1987 and 1988. Hawaii's participation rate rose by over

4 percentage points before falling by over 10 percentage points. Even for conservative estimates of

year-to-year correlations between direct sample estimates, sampling errors are so great that it is not

poss_ to judge these substantively large _anges asmtisticaUy significant-6

4. Direct _mmpk _fimatm of S_m2 Poverty Rates

Table V.4 displays direct sample estimates of State poverty rates-the percentage of individuals

in poverty-for 1986, 198'7,and 1988. Table V.4 also Ilives standaxd cttms f_r the estimated rates.

We present _ rate estimates for two reasons. Ftm, rates are easier to compare than counts

across States of unequal population sizes. Second, for technical reason, discussed in C_apter IV, we

require direct sample estimates of ratesfor thc regression and shr_t_ge methods.

According to Table V.4, the medina poverty ratesin1986, 1987, and 1988 were 12.9 percent,

12.6 percent, and 12.4 percent, res_ctively. The national poverty rates implied by our State

estimates were 13.6 percent, 13.5 percent, and 13.0 percent. New Hampshire had the lowest poverty

rate in 1986 at 3.7 percent and in 1987 at 3.4 percent. Connecticut had the lowest poverty rate in

1988 at 4.0 percent. Miss_pp: ! the highest poverty rate in all throe yeats. _ direct sample

estimates for Miu_tqppi are 2t_o percent, 25.5 lXaX:ent,and 27.2 percent. In 1986, 8 States had

poverty rates below 10 petczat, 30 Statm had poverty rates of at least 10 percent but L_ than 15

percent, 7 States had poverty rams of at least 15 percent but less than 20 perccnL and 6 States had

poverty rates of 20 percent or higher. The 19_ and 1988 distr_utiona of povca'ty ratm were sint0at,

but among States with poverty rates under 15 percent, more were under 10percent in 1987 and 1988.

_ample overlap due to the rotation group design of the CPS causes estimates for consecutive '"
years to be correlated.
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Table V.4 shows that poverty rates tended to. be relatively low among States in the New England

census division and relatively high among States in the East South Central and West South Central

census divisions.

According to Table V.4, standard errors for d/rect sample estimates of State poverty rates are

large. The median standard error in each year is 1.7 percent. For 1988, there were 9 States with

standard errors under 1 percent,' 3 States with standard errors of at least I percent but les_ than 1-_

percent, 28 States with standard errors of at least 1.5 percent but less than 2 percent, and 11 States

with standard errors of 2 percent or more. The 95 percent confidence interval for a State with a

standard error of 1.5 percent is about six percentage points wide, extending three percentage points

in either direction from the point estimate of the poverty rate. The 95 percent confidence interval

for a State with a standard error of two perceat is about eight percenta_ points wide, cxtendi_ four

percentage points in either direction fi-om the point estimate of the poverty rate. For 1988, there

are 11 States with 95 percent con_!z_ intervals that wide or wider. Ail but 12 States have 95

percent confidence inten, ais that are at least six percentage points wide. Uel-g the direct sample

est/marion method, we are, fnr ,,nmp!e, 95 percent confident that Nebraska's _ rate was

between 6.2 percent and 14.4 percent and that Mississippi's poverty rate was between 22.5 percent

and 31.9 percent.

Substantial sampling variability may explain some of the large year.to-year changes in poverty

rates implied by the direct sample estimates? For example, Montana's poverty rate rose by !learly

two percentage points betW_n 1986 and 1987 and fell by almost four percentage points between
i

19g'/and 1988. NewMai0o's_ra_ f_ bysomewhat under two im'oeatal_ points and rhea
:

overthr perntl
:

inCensusBureau CPSdatLThese wereimplementedbetween
the March 1988CPS_ _ ___ mmt_ _ _ _ 1987and 1988
estimates. Based on comparisons of national est/mates, it is _ that the data processing changes
cause an estimated increase in poverty to be smaller or an est/mated decrease in poverty to be larger
than it otherwise would have been, especially for a State with a hrge black population.
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$. Direct Sample Estimates of State FSP Eligibility Rates

Table V..5 displays direct sample estimates of State FSP eligibility rates-the percentage of

individuals eligible for the FSP-for 1986, 1987, and 1988. Table V.5 also gives standard errors for

the estimated rates.

According to Table V..5, the median FSP elilp'bility rates in 1986, 1987, and 1988 were 15.8

percent, 15.0 percent, and 14.3 parent, r___. New Haml_lhite had the lowest lan3Pe]igib/lity

rate in both 1986 and 1987 at 4.9 pemeat and 5.8 grim:eat,__. C.onnmfmt had the lowest

FSP e.ligfbility rate in 1988 at 5.6 IXncmC 'Mmbsippibad the highest FSP e.li_'tality rotein all three

The direct sample estimatesfin' Missim_ am 34.1 _rcemt, 31.9 IXn'cemt,end 31.0percent.

In 1986, 3 Statm had FSP eligibility ratm below 10 pmumt, 16 States had FSP e.lig_ility ratm of at

least 10 percent but less than 15 percent, 22 States hsd FSP elilp'bilityratm of at least 15 percent but

less than 20 percent, and 10 States had FSP ehlp'bility rates of 20 percent or higher. In 1967, 4 States

had FSP eli_n'bilityrates below 10 percent, 21 States had FSP eligibility rates of at least 10 Percent

but less than 15 Percent, 15 States had FSP eligibility rates of at least 15 percent but lc.ssthan 20

percent, and 11 Sates had FSP eligibility rates of 20 percent or higher. In 1988, 4 States had FSP

e.li_%ility rams below 10 percent, 27 States had FSP elif_ility rates of at least 10 percent but less

than 15 pea_mt, 11 Stata had FSP e.li_ility mtm of at least 15 percent but less than 20 pmzn_

and 9 States had FSP elilp'bility rates of 20 percent or higher. Although gains of States by the !owmt

category and losses of States from the hi. est catel_ _ were .mnn the dist_ulioa of State FSP

el/gibil/ty mtm shifted downward within the 10 pemmt to 20 permnt rs._ during the _

There were 38 States within this range in both 1986 and 1988, yet 27 of thc 38 in 1988 had ratm

below 15 percent, while only 16 of the 38 iR 1986 had mtm below 15 percent. Table V.5

_ces among not only years but also are.as. F_ elig_%ilityratest_ad_!m be r_ati_!y iow

among Suites in _he New England cemm division and mhtively high-generally over 20 pert,eat-

among States in the East South Central and West South Central cemm divisiom. .,.
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According to Table V.5, standard errors for direct sample estima_ of State NSP eligz'bRityrates

are large. The median standard error for 1986 and 1988 is about 1.9 percent, wh_e the median

standard error for 1987 is about 1.8 percent. For 1988, the estimated standard errors are 2 percent

or higher for 20 States and 1.5 percent or b.igher for 39 States. For only 12 States does thc 95

percent confidence interval extends less than about three percentage points in either direction from

our direct sample estimate of the I:SP eligl'bilityrate.

6. Standard Errors of Direct Sample Estimates of Stats Poverty Counts and State FSP
Eligibility Counts

Table V.6 displays alternative standard errot_ for direct sample estimates of State povert_ counts.

We have est_mnt.._standard errors by two methods, both _ in Chapter IV. The "direct'

method uses the Census Bureau's IpmernJi_ variancefunction for the standard error of a count.

The *indirect"method calculates the count standard error for a State by muJtiplying the rate standard

error for the State by thc State'stotalpopulation.The ratestancla_errorisestimatedusingthe

Census Bureau's generalized variance function for the standard error of a rate.. The indirect method

standard errors in Table V.6 are also displayed in Table V.1.

For comparing the precision of estimates f_om alternative methods, we must rely on indirect

method standard errm's. However, these standard errors may overstate thc precision of thc direct

sample estimates. Thus, in this section, we compare thc indirect method standard errors with the

h/gher direct method standard effort

It is easy to show algebraically that the 'redirectmethod yields lower standard error estimates than

the direct method f_orall Staus, asmnfimod by Table V.6. s For all three yem, the indirect method

t

SAs displayed in Chapt_ IV, the_ me,md standard error is:

_f2az2 + f2bz-- )' _;z(az + b) ,

(contintmd_)
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standard errors range from about 86 percent of. the direct method standard errors to about 98 percent

of the direct method standard errors across the 51 States. The/nd/re. ct method standard error is

8(..continued)
where x is the State count (poverty or FSP eli_'b[lity). Using the indirect method, we derive x by
multiplying the State rate, p, by the State population, P. Then, as noted in Chapter IV, 'the indirect
method standard error is the product of P and the standard error of p. If p is written as a propon/on
rather than as a percentage, this product is:

(1-p) . fl' l- - f bx l- .

The ratio of the direct method standard error to the indirect method standard error is, after canceling
the f factors:

which, because b is posit/vt, is greater than one if:

Z

ax +b > b =bTs.

This inequality is satisfied if:

ax > -b x
P

or, after canceling the x's, rearranging the remaining terms, and reversing the inequal/ty because a
is negative, if:

b
P<-_.

a

In othcr words, thc indirect method standard error is tmntler than the direct method standard error

if thc State population is less than -b/a. For 1986-1988, the smallest of thc three values for -b/a,

which is the same for all States, k over 180 ,,,talon, which substantially exceeds the population of any : -,.
State, thus proving thc statement in the text.
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about 93 percent to 94 percent of the direct method standard error in the median State. For 1988,

the indirect method standard error fell short of the direct method standard error by more than ten

percent for only four States. (For both 1986 and 1987, differences of such magnitude are obtained

for six States.) The largest differences between the direct and indirect method standard error

estimates l_rtain to States with the highest poverty rates.

Table V.7 displays alternative standard crrors for direct sample estimates of State FSP eligibility

counts. We use the direct and indirect methods descn'bed earlier to estimate standard errors. The

indirect method standard errors in Table V.7 are also displayed in Table V.2.

The indirect method standard errors in Table V.7 are smaller than the direct method standard

errors, as expected. Across the 51 States, the indirect method standard errors range from about R3

percent of the direct method standard errors in 196'7 and 1988 (81 percent in 1986) to about 97

percent of the direct method standard errors in 1987 and 1988 (98 percent in 19t_'). The indirect

method standard error is about 92 peru:mit to 93 pexcent of the direct method standard error in the

median State.

As noted earlier, Tables V.1, V.2, and V3 display standard errors obtained using the indirect

method. Although indirect method standard errors may slightly overstate the precision of our

estimates of poverty, FSP eligibility, and FSP participation, such standard errors facilitate comparisons

among the direct sample estimates, the regression estimates, and the shrinkage estimates, and

comparing estimates is the principal objective of this study. For reasons igv_m in Chapter IV, we

specify our mgre_-__sionand shrinkal_ models in terms of poverty rates or FSP elilp'biXityrat_:

Therefore, wc must use the indirect method to _tlnllnte standard errors ix the _ 0otmts and

PSP etilp_ilitycountsimpliedby our t_m andshrinka_ estimatesof pom_ rates and_P

elilp'bility rates. To obtain mmperable standard errors for our _ _ estimates, we use the

indirect method. Our conclusions about tim relative precision of dircct sample estimates are not
-.

influenced by our choice of the indirect method bccausc the standard crrors of thc regression and
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shrinkage estimates are substantially smaller than thc standard errors of thc direct sample estimates

using either method.

B. REGRESSION RF..SI_TS

This section descn'bes our empirical results obtained with the regression method. In Chapter IV,

we outlined our model fitting strategy, a strntegy for selecting the 'best' regression model. Section

1 descn'bes the results from our application of that stratelD,. Section 2 presents our regreuion

estimates for poverty, FSP elilp'bility, and FSP participation.

1. Selecting the Best Regression Models

As noted in Chapter IV, our criterion variables in the regression models are direct sample

estimates of poverty rates or NSP etiip'bility rates. Our symptomatic indicators are:

· AFDC-the proportion of individuals in the State receiving Aid to F, mnles with
Dependent Cln'ldrcn

· SSI-the proportion of individuals in the State rece'wing Supple.mental Security
Income

· INCOMF_.State per capita total personal income (in ,,,mlom of dollars per person)

· CRIME-the State crime rate (the number of violent and pmpe_ crimes per
100,000 population)

· LOWBIRTH-Iow birthweight births (!ess than 2,500 grams) as a proportion of aH
live birt_ in the State

· OILGAS-a dummy variable equal to one if one percent or more of the State's
total personal income is attn'butable to the oil and gas extraction indust.,y

· UNEWENG-a dummy variable equal to one if the State is an upper New England
State (the New England census division minus Connecticut)

These symptomatic indicators are desto'bed in greater detail in Appendix B.

We are reluctant to include dtm_myvariables for geographic areas, such as UNEWENG, in our

regression models because such variables leave unexplained the underlying socioeconomic conditions
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asaociated with the differential incidence of povc_ or FSP elign'bility.Neverthelesa, our preliminary

analyses _ a strong, persistent upper New England effect. We discovered no other such

effects using dummy variables for other geographic areaa.

Our model fitting procedure selects the best one-variable model, the best two-variable model,

the best thre_variable model, and so forth. The best three-variable model, for ,_r*,_ple, is the thru-

symptomatic-indicator model with thc big,best R 2 arid with t4tatiltic$ _'P.,lit_ than two for ali three

symptomatic indicatorL 9 From among thc best models, we select the three,-_le model, for

_mmple, as the best _ if the models with four or mom vtviablm do not account for a

substantially greater proportion of the interstate variability in poverty or FSI* elil_ility. Reviewing

the results from previous studies using the regression method, F._icksenand Kadanc (1985) noted that

the mat accurate estimates are generally obtained using from two to five symptomatic indicators.

Our model fitting procedure produces consistent results across the six combinations defined by

the two criterion variables (poverty rate and FSP eligibility rate) and three years (1986, 1987, and

1988). For five combinations, SSI is the symptomatic indicator in the best one-variable model The

exception, thc best _ rate model for 1986, has ]_q*CX)M]_ ra_ thaxt SSI as the symptomatic

indicator. R2 is usually about 0._ for thc best on_vaxiable models. 'l_ best two-vaxiable models,

with R 2 equal to about 0.74, _plain just over 20 [nmx_t mom dthc _ im tho' o,itm'ion

=
symptomatic indicators in the best two-_ie models. SSI, INCOlVIF., and _0 are the

symptomatic indicators in the best three._ models for four of the six combinafiom. SSI,

INCOMF=_and OR.GAS are the symptomatic indicators in the best three.variable poverty and FSP
=

elilp'bilityrate models f_r LqBS. R* is_ somewhat over 0.8! for each of the best three-_ble

models. Although SSI, INCOME, OILOAS, and CRIME are the .-ymptomatic indicators in the best
i

four-variable poverty rate model for 1988, UNEWENG replaces CRIME in the best four-variable

9Although we also require that the sign of each regression coefficient mn¥_ sense, this
requircmr..nt did not preclude our considering a model that satisfies the other requirements.
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1986 and 1987 poverty rate models and 1986, 1987, and 1988 eli_'bility rate models. The typical R 2

in thc best four-variable models is 0.84. The five-variable models with the highest R2 values generally

explain just under 85 percent of the variability in poverty rates or FSP ellgibiUty rates. None of the

six five-variable models with the highest values for R2 has t-statistics g2_.at_ than two for all fivc

lymptomat_ incllgntotlk10,11

Our objective is to identi_ six best regression models, ,, best model for each of the two criterion

variables(povertyandFSPelilp'bility)in eachof threeyears (l_, 1987,and1988). The gainin

explanatory po_r fi'om adding · second variable to · one-variable modal and from adding a third

var/able to a two.variable model is always substantial according to the R2 values obtaincci. The gain

from adding a fourth variable to a three-variable model, although much smaller, is alwayssufficiently

large to justify selecting a four-variable model over a three-variable model 12 However, as noted

earlier, the gain from adding a fifth variable to a four-variable model is negh'_'blc.13 Moreover, all

of the five-variable models w/th the highest R2 values have at least one symptomatic variable that is

not significant. Thus, all six of our overall best regression models have four symptomatic indicators.

SSI, INCOME, UNEWENG, and OILGAS are the symptomatic indicators in five of the six models.

t

l°SSI, INCOME, UNEWENO, OXLG_ and AFDC are the symptomatic indicators in the
poverty rate models for 1986 _nd 1987 with the hi_st R2 values. LOWBIRTH mplaca AFDC in
the FSP etigt_ility rate models for 1986 and 1987 with the highest R 2 values. SSI, INCOME,
UNEWENO, OIl.OAS, and CRJ]V_ arc the symptomatic indicators in the poverty rate and FSP
eUtp'bilityrate models for 1988 with thc highest R' values.

nOf all the possible five-variable models, only one has t-statistics ip-cater than two for all five
symptomatic indicators. 'rut model, the 1986 poverty rate model with AFDC, LOWBIRTH,
INCOME, OILGAS, and UNEWENG, has an R 2 equal to 0.77.

l:_nc_ is a Iptin in en_lanatoty power even according to measures thn! !:_nalJzc thc addition of
variables. For all six comb_ma'Sum, both _2 itnd _2, defined in Clmptcr IV, are Iprcate_for thc best
four-variable model than for the best three-variable model

t_T-orthe 1986and1987FSPeli_ty ratemodels,both _2 and 1_2aresli_ manet for the
five-variablemodelsthanfDrthefDur-variablemodels.Forthe 1986and1987_ rat_models,_2

is sligh_tl_small? for the five-varhble model, while _2 is sl/ghtly larger far the .fiv_.=.._le model.
Both RZand _z are slightly lariat for the _e-_le poverty rate and FSP elilp'bRityrate models
for 1988.
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The best 1988 poverty rate model includes CRIME rather __G? Estimated

coefficients for these overall best regression models are presented in Appendix C.

2. Regression Estimates

The following subsections present our regression estimates of State poverty rates, State FSP

eligibility rates, State poverty counts, State FSP eligibility counts, and State I:SP participation rates.

Subsection f assesses the sensitivity of our regression estimates to model specification.

a. Rewrmsion Estlmatm of State Poverty Rates

Table V.8 displays regression est/mates of State poverty rates for 1986, 1987, and 1988, Table

V.8 also gives standard ernxs for the estimated rates.

According to Table V.8, the median poverty rates in 1986, 1987, and 1988 we_-e13.0 penmnt,

12.5 percent, and 11.8 percent, respectively. The reed/an rate for 1988 was 12.4 percent accord/nS

to the direct sample estimation method. For 1986 and 1987, the methods yield median estimates that

agree closely. The national poverty rates implied by our regression estimates for States were 13.8

percent, 13.6 percent, and 13.0 percent. The national poverty rates implied by our d/feet sample

estimates were very similar at 13.6 percent, 13.5 percent, and 13.0percent. Although the d/stn'butions

of poverty rates implied by the regression and direct sample estimation methods are similar, fewer

States had poverty rates under 10 percent in 1987 and 1988 according to _ regression method, and

more had poverty rates between 10 and 15 percent. _ estimates imply thc same geolpap_c

pattern as direct sample est/mates. Poverty rates tended to be rehtive, ly low anmq States in the New

England census division and re.latively hi_ amonf States in the East South Ceatnd and West South

Central amsus 'dedskn_

14We suspect that the variable AFDC does not enter any of the best reipression models because
the pattern of substantial variations among States in AFDC Program eligibility standards and benefits
weakens the association between the incidence of AFDC receipt and thc 'mc/denceof poverty or FSP "
eligibility. In particular, several very high poverty rate States hnve relatively low AFDC benefits.
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According to Table V.8 (and Table V.4), the standard errors for our regression estimates arc

substantially smaller than the standard errors for the direct sample estimates. For 1988, the

regression standard errors are less than one percent for 49 States, while the direct sample standard

errors arc less than one percent for just 9 States. For each year, the median standard error of

regression esti,,,-tes is 0..5pen:cng 1.2 percentage points below the median standard error of direct

sample estimatt_ The 95 pm-caratconfidgmce interval for thc median State is nearly 5 percentage

points -,,_-2.0 Im'c,entage points wide compared with 6.7 _tage points wide-using the

regression estlmntor instead of the direct sample estimator. The widest 95 peroent _afidancc

interval for a 1988 regression esRmate is 3.9 percentage points wide (for '_ippi and the District

of Columbia). Only ten States have 95 percent confidence intervals that are thla Ratrow or narrm_r

for 1_ direct sample estimates.

I_ Regression Estimates of State FSP Eligibility Rates

Table V.9 displays regresaion estimates of State FSP eligibility rates for 1986. 1987, and 1988.

Table 3/.9 also gives standard errors for the estimated farm.

According to Table V.9, the median FSP elilp_ility rates in 1986, 1987, and 1988 were 15.7

per, at, 14.9 perceat, and 13.9 lxmmat, respectively. These values are 0.1, 0.1, and 0.4 perceatage

points lower than the direct sample estimates. For all three years, the repusion and direct sample

esti,,,,,tes imply ,,i,,,n,,- dism'butions of elilp_ty rams arums broad rate categories (less than 10

percent, 10 percent to 15 percent, and so forth) and across census divisions.

According to Table V.9 (and Table V.5), the standard errors for our regression estimates of State

FSP eligibility rates are substantially smaller than the standard errors for our direct sample estimates.

For 1988, the regression standard errors are less than one percent for 42 States, while the direct

sample standard errors are less than one percent for just 3 States. F61'=b.ach year, thc median

standard error of regression estimates is 0.6 percent, 13 lga'centag¢ points below the median standard

error of direct sample estimates. The 95 faro:eat confidence interval for the median State is 5
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percentage points narrower--2.4 percentage points wide compared with 7.4 percentage points wide-

using thc regrc,ssion estimator instead of the direct sample estimator.

c. Regression Eslimates of Slate Poverty Counts

Table V.10 displays regression estimates of State _ counts roi 1986, 1987, and 1988. Table

V.10 also gives standard errors for the estimated cmm_ We derive the standard errors by

multiplying the stnndard ernm of esiimsted _ rates by State population toutls.

The regression estimates of State poverty counts imply that 31,751,000 'individuals were in

poverty in 1988 in the entire United States--6,000 more impoverished individuals than implied by the

direct sample estimates. Regression estimates of State poverty counts range from 47,000 individuals

in Alaska to 4,111,000 individuals in California. This range is about 12 percent wider than the range

of direct sample estimates. The differences between United States totals from the regression and

direct sample estimation methods are larger for 1986 and 1987 than for 1988 for which the difference

is less than 0.1 percent. The regression method gives a 1.4 percent higher figure for 1986 and a 03

percent higher figure for 1987.

The standard enots of our regression estitnstes of poverty counts are substan_ smaller than

the standard erro_ of our direct sample estimates. With the direct sample estimation method, the

standard _ is more than 10 pemeat of the estinmted 1988 pove_ _ _ 39 Stat_ W'_h the

regression method, the standard error is more than 10 percent of the eslimated 1988 couat for just

three States. For the median State, the standard error of the regression est;taste is 4.1 percent of

the estimated 1988 count, while the standard error of the direct sample estimate is 14.2 percent of

the estimated count. Using the regression method instead of the direct sample estimation method,

we are able to narrow the widest 95 percent confidence interval-for California-from over 1,000,000

persons to about 655,000 persons. Based on _ regression estimates, we are 95 percent confident

that California had between 3,784,000 and 4,439,000 poor people in 1988.
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& Regression Estimates of State FSP E!fgfbility Counts

Table ¥.11 displays rclp-ession estimates of State i_P eli_'bility counts for 1986, 1987, and 1988.

Table V.11 also gives standard errors for the estimated counts, which wc obtain by multiplying the

standard errors of estimated elilp_ility rates by State population totak

According to Table V.11, 37,692,000 iadividuab were clip, lc f_ the FSP in 1988 for the entire

United States-3Sg,000 (one percent) more elilp'ble individuals than implied by the direct sample

est_m,,t_ For 1986 and 1987, the regression estimates show 2.9 percent and 1.4 percent more

elilp'blc individuals in the United States than do the _ sample estimates. Regression estimates

of State P'SP eliip'bRitycounts for 1988 range from 58,000 individuals in N_v Hampshire to 4,841,000

individuals in California. This range is about 18 percent wider than the range of direct sample

estimates.

As with poverty counts, the standard errors of our regression estimat_ of NSP eligibility counts

are substantially smaller than thc standard errors of our direct sample estimates. With the direct

sample estimation method, the standard error is more than 10percent of thc estimated 1988 clilp'bflity

count for 35 States. With the rejp'ession meth_ the standard error is more than 10 percent of the

estimated 1988 couat for just three States. For the ____*,, State, the standard _,,or of the regremon

estimate is 3.9 percent of the estimated 1988 count

e. Regression Estimates of Stnte FSP Participation Rates

Table V.12 displays regression estimates of State NSP participation rates for 1986, 1987, and

1988. Table V. 12 also gives standard errors for the estimated participation rates. Pakticipation counts

are adjusted for errors in issuance. Our method for estimating participation rate standard errors is

descn'bed in Chapter IV.

According to Table V.12, the median NSP participation rate was 43.3 percent in 1986, 44.4

percent in 1987, and 45-5 percent in 1988. These regressm estimates are 0.6 and 1.1 percenta_

points lower than the direct sample estimates for 1986 and 1988 and 0.5 percentage points higher
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than thc dire,ct sample estimate for 1987. The national participation rates implied by our regression

estimates for States were 45.8 percent, 46.4 percent, and 47.5 percent in 1986, 1987, and 1988,

respectively. These estimates are 13, 0.6, and 0.5 percentage points low=r than the national

participation ratcs calculated from our direct sample estimates for States. The regression and d/rca

sample estimation methods imply _ dism'butiom of part/mp_ rates across brand catefp:)ries

of rates. Table V.12 shows that participation rates tended w be relatively high among States in the

Middle Atlantic census division and among some States in the East North Central census d/vision and

relatively low among States in the South A_t!nnticand Mountain census divisions. Participation rates

were somewhat higher among States in the South Atlantic comus division accord/ng to thc d/re.ct

sample estimates.

Thc standard errors of our recession estimates of State FSP panicipagon rates are substantially

smaller than thc standard errors of our d/feet sample estimates. For 1988, the smallcst direct sample

standard error is 2.0 percent. There are 28 States with regression standard errors under 2.0 percent.

Thc mcd/an standard error of our regression estimates is 1.5 percent for 1986, 1.6 percent for 1987,

and 1.8 percent for 1988,or about 3.5 to 4.0 percentage points lower than the med/an standard error

of our direct sample estlmA?,._ For 1986, the 95 percent wnfideace 'mtezvul for thc median State

is only 6 percentage points wide compared with 20 percentage points _ with the _ sample

estimator.

f. The Sensitivity of Regression Estimates to Model Specification

Our empirical results show that thc standard errors of our regression estimates arc substantially

smaller than the standard errors of our direct sample estimates. Despite th;s apparent dominancc

of the rclp_ion method,a potcntianyserious 'iunitati_is that similarn_cssion modch could

producem7 _ _

Thc model fitti_ pwcedure used in this study idengfied a best ow. tall rclp.ession model f_ each

year and each criterion variable.. Thc procedure also rejected models that were nearly as good as the ",
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best model Although the model fitting procedure performed well in this study and for Ericksen and

Kadane (1987), another fitting procedure that is equally reasonable might select one of these rejected

models as the best. Thus, it is desirable that the best model identified by our procedure and a

*nearly-the-best" model yield similar results. A complete sensitivity analysis is beyond the scope of

this study. However, we compare the estimates obtained from the best poverty rate model for 1988

with the estimates obtained from a close competitor.

The best poverty rate model for 1988 has SSL INCOME, OIL_AS, and CRIME assymptomatic

indicators. R2 is slightlyover 0.85. The ne:fi-bestpoverty rate model for 1998s_ the same

symptomatic indicatolz, _pt UNEWENG replaces CRIME. The t4'tatistics on all four symptomatic

incUcatonsexceed two, and R 2 is slightly under 0.85?

Table V.13 displays relpmsion estinmtes of State poverty rates for 1988 obtained f3_m the best

and next-best regression models. Table V.13 also gives standard errors for the estimated poverty

ratcs.

According to Table V.13, the beat regression model gives the higher pove_ rate estimate for

19 States. The poverty rate estimates are equal for three States. The median percentage point

difference (in absolute value) between estimates for the same State is 0.5. The percentage point

difference is at least 1.0 (in absolute value) for 11 States. The median value for the difference

the two estlmntes exp_ as a perccnta_ of the estimate from the best model is 4.3

percent. The difference between estimates is grcat_ than ten percent of the Cstimnte from thc best

model for eight States.

One way to judl_ thc similarity of not only the point estlmntes but also their standard errors is

to _ int_ mtimt_ For tach State, we can calculate the 9_ percent confidence interval

implied by each model and determine the extent to which the confidence intervals ovcrinp. The more

x'_'ne model with SSI, INCOME, OIl.GAS, and LOWBIRTH also has an R 2 value slightly under
0.85 and just below the R2 value for the model with UNEWENO. We consider the model with
UNEWEN(3 because it is the best poverty rate model for 1986 and 1987 and the best FSP elilpl)ility
rate model for all three years.
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similar are the estimates and standard errors, the greater is the overlap for a State. To measure the

extent of overlap, we can express the length of the segment that is common to the two confidence

intervals s a percentage of the length of the longer of the two confidence intervn].s.

The estimates in Table V. I3 imply that, in the median State, the overlapping segment of the two

con_dence intervals is 72 percent of the longer confidence interval. Thus, 28 percent of the longer

confidence interval lies outside the other confidence interval in the typical State. The percentage

overlap is less than 50 in 1! State_ and greater than 80 in just 16 States. For Rhode Island-the State

with the smallest percentage overlap-we are 95 percent confident on the basis of the best regression

model that the State's 1988 poverty rate was between 11.2 percent and i2.4 perceaL Using the next-

best regression model, we are 95 pen:em confident that Rhode Island's 1988 _ rate was

between 8.6 percent and 11.8 percent. For Rhode bland, the submmtial _p is caused partly

by one confidence interval being much longer than the other. For V'n'l_nia, the two mlp'emion

models give 1988 poverty rate estimates of equal precision and co_ intervals of equal-length.

However, there is little-only about 50 percent-overlap between the confidence intm'vals. Using the

best regression model, we arc 95 percent confident that Viralnia'$1988 _ rate was between 9.2

percent and 10.8 percent. Using the next-best regression model, we are 95 percent confident that

Virginia's 1968 povcrty rate was between I0.0 percent and 11.6 percent, h seems that regression

estimates may be fairly sensitive to model specification. Such sensitivity along with bias arc serious

limitations.
[

C. SHRINKAGEKSTIMAT]_

T!_ _ _ _ our _ estimm of Sate pown.ty rmm, Su_ b'SP

eliip'l_ityra_ Sta,,, _ _State PSP_ counts,andState PSI' participationrates.

Section6 assesses_bcsensitivityof shrinkageestimatesto modelspecificationandeh'rotsinstandard

error estimates. .
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1. Shrinkage Estimates of State Poverty Rntes

Table V. 14 displays shrinkage estimates of State poverty rates for 1986, 1987, and 1988. Table

V. 14 also gives standard errors for the estimated rates. We obtain these estimates and the other

estimates reported in this section using the hierarchical Empirical Bayes estimator described in

Chapter IV. With this estimator, we calculate a weighted average of the direct sample estimates from

Section A and the regression estimates fi.om Section B.

Accordin_ to Table V.14, the meal/an poverty rates in 1986, 1987, and 1988 were 12.8 pcroent,

12.8 percent, and 11.8 pezcent, respectively. The median rate for 1988 was 12.4 percent _-__g

to the direct sample estimation method. The shrinkage and direct sample estimation methods yield

similar median estimates for 1986 and 1987, while the shrinkage and rc_es&/on methods y/eld slmfiar

median est/mates for all three yearn The national poverty rates impUed by our shri,,t--ge estlm-tes

for States were 13.6 percent, 13.1 percent, and 13.0 percent. The d/sm'but/ons of poverty rates

/replied by the three esthnation methods are similar, but more States with poverty rates under 15

percent had poverty rates under 10 percent in 1987 and 1988 according to the direct sample

estimation method. All three estimators imply the same geographic pattern of poverty rates. Poverty

rates tended to be relatively iow among States ill the New England census division and relatively hi/it

among States in the East South Central and West South Central cereus division._

According to Table V. 14, the standard errors of our duiakage estimates of State pov,my rates

are smaller than the standard errors of o



standard error. The 95 percent confidence interval for the median State h 3.5 percentage points wide:

compared with 6.7 percentage points wide with the direct sample estimator and 2.0 percentage points

wide with the regression estimator.

2. Shrinkage Estimates of State FSP Eligibility Rates

Table VAS displays shrinkage estimates of State FSP elilp_ility rates for 1986, 1987, and 1988.

Table V.15 also gives standard errors for the estimated rates.

According to Table V.15, thc median NSP eligiuflity rates in 1986, 1987, and 1988 were 153

percent, 14.8 percent, and 13.7 percent, respectively. These values are 0.5' 0.2, and 0.6 percentage

points lower than the direct sample estimates and 0.4, 0.1, and 0.2 percentage points lower than thc

regression estimates. Nor each year, thc three methods yield slmanr distributions of elilP'bilityrates

across broad rate categories and across census divisions.

According to Table V.I$, the standard errors of our shrlnkn_ estimates of State FSP elilP'b/lity

rates are smaller than the standard errors of our direct sample estimates and larger than the standard

errors of our regression estimates. Although direct sample standard errors are under 1.5 percent for

only 12 States, shrinkage standard errors are under 1.5percent for 49 States, and regression standard
f

errors nrc under 1.5 percent for all 51 States. Nor each year, the median shrinkage standard error

is about 1.2 percent, 0.7 percentage points below the median direct sample smndatd error and 0.6

p. tase point, thcmedian = or. Pa=atconnd= =inta

for the median State is 4.7 percentage points wide compared with 7.4 percentage points wide with

the direct sampleestimator and 2.4 pcrcentagepoints wide with thc regressionestimator.

3. Shrbd_qe bm or State PMu'_ Counts

Table V.16 displays shrinkage estimates of State poverty counts for 1986, 1987, and 1988. Table
il

V.16 also gives standard errors for the estimated counts. We obtain the standard errors by
. . ..L

multiplying the standard errors of estimated poverty rates by State population totals.
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The shrinkage estimates of State poverty counts imply that 31,566,000 individuals were in poverty

in 1988 for the entire United States--179,000 (0.6 percent) fewer poor people than implied by the

direct sample estimates and 185,000 fewer poor people than implied by the regress/on estimates.

Shrinkage estimates of State poverty counts range from 49,000 individuals in Alaska to 3,841,000

individuals in C-ntlfomia. This range is about four percent wider than the range of direct sample

estimates. The range of regression estimates is about 12 percent wider than the range of direct

sample es*imn*N Thc differences between United States totals from the shrinkage and direct sample

estimation methods are even smaller for 1986 and 196'7. The shrinkage method yields a 0.I percent

lower figure for lg86 and a 0.3 percent lower figure for 1987. Compared with the United States total

from the direct sample estimation method, the regression method yields a 1.4 percent higher figure

for 1986 and a 0.3 percent higher figure for 1987. The 1988 difference is less than 0.1 percent.

The standard errors of our shrinkage estimates of poverty counts are substantially smaller than

thc standard errors of our direc: 'nple estimates but somewhat larger than the standard errors of

our regression estimates. With the direct sample method, the standard error is more than 10 percent

of the estimated 1968 poverty count for 39 Stat_ With thc shrinkage method, the standard e_or

is more than 10 percent of the esprit_,,,4 1988count for just dx States. For thc medianState.,the

standard error of the shrinkage estimate is 8,0 percent of the est_,,,,t__ 1988 poverty mum. The

standard error of the regression estimate is that large relative to the estimated count for only four

States. The standard error of the direct sample estlmnte is 13.6 percent of the estlmnted count for

the median State.

4. Shrinka_ Estimates of State FSP E!i_bmty Counts

Table V. I7 displays shrinkage estimates of StateFSP eliip_ility counts for 1986, 1967, and 1968.

Table V. 17 also gives standard errors for the estimated counts, which we obtain by multiplying the

standard errors of estimated elip'bility rates by State population totals.
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According to Table V.17, 37,2.12,000individuals were eligible for the FSP in 1988 in thc entire

United States-121,O00 (0.3 percent) fewer eligible individuals than implied by the dir_t sample

estimates and 480,00 fewer eliip'bl¢individuals than implied by the regresaion estimates. For 1986 and

1987, the shrinkage estimates show less thnn 0.1 percent more ¢li_'ble ind/viduals in the United States

than do th_ _ fdtl_le mtimat_ Tho l'e_ estinlat_ show 2.9 p_:g_t and 1.4 percent more

elilp'ble individuak in the United States than do the d/rea sample estimates for 1986 and 1987.

Shrinkage est/mates of State I:SP _ counts for 1988ran_ from 64,000 individuals in Vermont

to 4,290,000 individuals in California. This range is about four pcrc_t wider than the range of direct

sample estimates. The range of regression estimates i$ about 18 percent wider than the range of

direct sample estimates.

As with the poverty counts, the standard errors of our shrinkage estimates of FSP elilp'bility

counts are substantially smaller than the standard errors of our direct sample estimates and somewhat

larger than the standard errors of our rc_,ession estimates. With the direct sample estimation

method, the standard error is more than 10 percent of thc estimated 1988 count for 35 States. With

the sluinkage method, thc standa.--derror is more than 10pemmt of the est;mat_,-d1988count for

11 States. For the median State, the standard error of the shrinkage _ k 8,8 perceat of the

estimated 1988 count, while the standard error of the direct sample estimate is 12D perceat of the

estimated count. The standard error of the regression estlmnte is aslarge as 8.7 percent of the

estimated count for only four States.

5. Shrinkage Estimates of Stat_FSP Participation Rates

Table V.18 displays shrinkage estimates of State FSp participatio n rates for 1986, 1987,and 1988.

Table V.18 also gives standard ct,rc_ for the estimated partidpation rates. Participation counts are

adjusted for errors in issuance. Our method for est;mating participation rate standard error_ was

descn'bed in Chapter IV.
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According to Table V.18, the median FSP partic/pation rate was 44.0 percent in 1986, 43.3

percent in 196'7, and 46.1 percent in 1988. These shrinkage est/mates are 0.6 and 0.5 percentage

points lower than thc direct sample estimates for 1987 and 1988 and 0.1 percentage points highcr

than thc d/rcct sample estimate for 1986. The rcgression est/mates arc 0.6 percentage points lower,

0.5 percentage points higher, and 1.1 percentage points lower than the direct sample est/mates for

1986, 1987, and 1988. The national participation rates imptied by our shrinkagc estimates for States

were 47.1 percent, 47.0 percent, and 48.1 percent in 1986, 1987, and 1988, respectively. The 1986

and 1987 estimates equal to the nearest tenth of a percent the national participation rates calculated

from our direct sample estimates for States, and the 1988 estimate is only 0.1 percentage points

higher than the direct sample estimate. In oontrast, the national participation rates calcadated from

our regressionestimatesfor Statesare 15, 0.6,and0.5!x_entagepointslowerthsnthenational

participation rates calculated from our direct sample estimates fca'States. For 1986 and 1987, about

one-third of the States had participation rates below 40 percen_ about one-third of the States had

participation rates of at least 40 percent but below 50 percent, and about one-third of the States had

participation rates of 50 percent or more. The relpession and direct sample methods imply slm,'lar

distn'butiom of participation rat_ AH three estimation methods show a movement of States out of

the under-,10 percent participation rate category over time, although the departure from the one-

third/one-third/one-third distn'bution is greatest according to the shrinkage estimates. The three

estimation methods imply similar geographic patterns.

The standard errors of our shrinkage estimates of State FSP participation rates are smaller ti,,,,,

the standard _.,,o,, of our direct sample estimates and larger than the standard errors of our

regression estimates. For 1988, the shrinkage I_andard errors are less than three percent fx_r12

Sta!_, while the direct sample standard errors n.*eless t_,,. three percent for 5 Stat_ and the

regression standard errors arc !ess than three percent for 42 States. Although 30 States have direct

sample estimator standard errors of five percent or more for 1988 participation rate estimates, only
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3 States have regression estimator standard errors that ira-geand onl_ 10 States have shrinkage

estimator standard errors that large. The median standard error of our shrinkage est/mates is 3.0

percent for 1986, 3.4 percent for 1967, and 3.9 percent for 1988, always about two percentage points

lower than the median standard error of our direct sample estimates and about twice the median

standard error of our regre_ion estimates. For 1988, the 95 percent confidence interval for thc

median State is 15 perceatage points wide compared with 22 percentage points wide with the direct

sample estimau_rand 7 lXnXxnnta_points wide with the re_ estimator.

6. The Sensl_ of Shrlnha_ Estimates tn Model Specification and Errors la Standard Error
EstlmaUm

The results in Section B show that regression est_,.,,tes can be semi_ to how the rc_saion

model is spec_ that sinular modeh can produce d_erent resultL Our shrinkage esgmator

combines direct sample estimates and regression estimates. 'rnus, a poum_ limitation of the

shrinkage estimator is that the shrinkage estimates may be sensitive to how the regression model is

S[_C_Cd. Similar shrinkage models based on similar regression models may produce different results.

Our analysis of this issue will follow our analysis in Section B o[ the sellsitivity of regression estimates.

Table V.19 displays shrinkage estimates of State poverty rates for 1988 obtained by combinin$

direct sample estimates with regression estimates fi'om the best or the ne_-bost mgrmsion models.

As noted in Section B, the best poverty rate regression model for 1988 has SSI, XNCOk4r_.OXLGAS,

and CRIME as symptomatic indic,atom The ne:a-best model replaces CRIME with UNEwENG.

Table V. 19 also _ standard errors of the shrinkage est_ntes of poverty rates.

According to Table %'.19,the median percentage point d_!'ercnce (in absolute value) between

shrinkage estimates for the same State from the best and next-best shrinkage models is 0.3, just over

half the median percenta F point 'Fdt.f=cnceof 0.5 between reip_:ssion estimates from the best and

next-best regression models. The percentage point difference between shrinkage estimates is at least

0.5 (in absolute value) for 19 States and at least 1.0 (in absolute value) for 3 States-7 fewer States
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and 8 fewer States than for rcgrermionestimates. When the difference between thc two shrinkage

estimat,',=for a State is expressed as a percentage of the estimate fxom the best model, thc median

value obtained is 2.6 percent, down from 4.3 percent for the regression estimates. The difference

between shrinkage estimates is greater than ten percent of the estimate from the best model for two

States. The _ _ regx_mlon estimates is that large for e/ght States.

As in Sect/on B, we can assess the _mnRrity of the two sets of shrinkage estimates and their

standard errors by me.,asudng the overlap of the implied confidence intervals for the State.. To

measure overlap, we espress the length of the segment that is common to the two 95 percent

confidence intervals as a percentage of the length of the longer of the two confidence intervals.

The results displayed in Table V.19 imply that, for the median State., the overlapping segmeat

of the two coafidence intervals is 87 percent of the longer confidence interval Thus, just 13 percent

of the longer confidence interval lies outside the shorter confidence interval in the typical State. This

nonoverlap for shrinkage estimator confidence intervals is less than half of the nonoverlap for

regression estimator confidence intervals. For confidence intervals from the best and next-best

shrinkage models, the percentage overlap is greater than 50 for all 51 States and greater than 80 for

42 States. The overlap in oo_ intervals fxom the best and next-best regression models is !ess

thn. 50 ]_f_'qlt for 11 States and/pe, ater thnn 80 percent for only 16 States. Thus, the shrinkage

method dampem d/ff_ botwe_ competing mod_

Another potential l_itation of our shrinkage eslimator pertaim to the esl_aated standard errors

of the direct sample estimates. As noted by Ericksen and Kadane (1987), the Empirical Bayes

shrinkage estimator assumes that the standard errors of the direct sample estimates arc known with

certainty and are not estimated. For this study, we must rely on estimated standard errors, which are

subject to sampling variability and nonsampling error. It is possible that we would obtain different

shrinkage estimates if ou: estimated standard errors for direct sample estimates were different. Our
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shrinkage estimator results may be sensitive to variations in the estl_atecl standard errors for direct

sample estimates.

Although a complete sensitivity analysis is beyond the scope of this study, we asses._the potential

effects of substantially understating the standard errors of our direct sample estimates of FSP

el/ip'bilityrates. We noted earl/er in this chapter that, because we must simuhte 1:_ eligibility status

for individuals in the CPS, we must interpret the estimated standard errors of our direct sample

est/mates of FSP eligibility rates with caution. It is poss_le that our estimated standani errors

overstatethc precisionof our FSPeli!_ty estimates.Sucherrorsmay _uence our shrinke_

estlmntl_","_

To analyze the sensitivity of our shrinkage estimates of FSP ctilp'bRity rates, we compare the

shrinkage estimates obtained using the estimated standard errors from the direct sample estimation

method with the shrinkage estimates obtained using the est/mated standard errors inflated by 20

percent for each State. A 20 percent downward bias in estimated standard errors seems fairly large.

Table %20 displays shrinkage estimates of State FSP eligib_ty rates for 1988 obtained using

either the estimated standard errors from the direct sample estimation method or thc estimated

standard errors inflated by 20 lmrcent for each State. Table V.20 also lives standard errors for thc

shrinkage estimates.

ShrinkageesRmatesarcweightedaveragesof directsampleestimatesand_ estimates.

An expected effect of inflating the standan/errors of direct sample estimates is that the shrinkage

estimator we/ghts the direct sample estimates less heav_ and the regression est/mates more heavily.

Our empirical results show that _the _ rotors of _ d/roct sample mfim_ pulls thc

shrinkageestimates_ _ _ _ 'dm:cts_. pieestimam toward_ reipessionestimates.For

the 1988 FSP clilP'bilityrate est/mates, _ shrinkage estimate is about half of the distance fxmn the

regression estimate to the direct sample estimate in the median State when the estimated standard
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errors nrc used. When thc inflated standard errors are used, thc shrinkage estimate is just over one-

th/rd of the distance from the regression estimate to the direct sample estimate.

Acoordlna tO Table V.20, limiting the staadu_ errol_ of direct sample esfmntes does not cause

large changes in the shrinkage estimates of FSP elilp'bilityrates. For the median State, the difference

(in absolute value) _ the alternative shrinkage estimates is 0.2 percentage points. Shrinkage

estimates differ by 0.5 pcrcental_ points or more (in absolute value) for only eight States. If we

express the difference bo_ shrinkage estimates as a percentage of the estimate obtained when

the estimated standard errors are used, the median value calcula_ is 1.7 percent. The percentage

difference cxcee_ five percent for only four States.

As in our previous sensitivity analyses, we can examine the overlap in 95 percent confidence

intervals to assess the simfiafity of both the point estimates of eliip'bility rates and their standard

errors. We again measure overlap by expre_ing the length of the segment that is common to a

State's two confidence intervals as a percentage of the lenlPh of the longer confidence interval.

The results displayed in Table V.20 imply that, for the median State, the overlapping segment

of the two confidence intervals is more than 91 percent of the longer confidence interval. Thus, less

than nine _t of the longer cor,.adcnce interval lies outside the shorter confutence interval in the

typical State. 'l'ne percentage overlap exceeds 83 lxn'cent for 50 of the 51 Stat_ and 90 percent for

32 States. We conclude that our shrinkage estimates are not sensitive to even large ermr_ in

estimated standard errors for direct sample estimates. This result is consistent with Erick3en and

Kadane's (1987) findinp?

D. AN ASSESSMENT OF ALTERNATIVE ESTIMATES

In the previous sections of this chapter, w_ have noted some of the simfiurities and differences

among estimates from the three estimation methods. In this r_ction, we m-line the similarities and

l_We _..uunined one other issue pertaining to model specification and found that whether the
District of Col-mbia is included or ezcluded has very little effect on either the regression or the
shrinkage estimates for the other 50 States.
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differences more closely and assess their implications. We focus on estimates for one year, 1968, to

facilitate our assessment.

Our assessment examines the simfiadt/es and differences in the distn'bufiom of States estimates,

in the point estimates for indMdual States, in the prechion of estimates, and in the interval estimates

(confidence intervals) for/nd/v/dual States. We also assess the relative sendtivity of altemat/v_

estimates to, for example, model specification.

We find that the three estimat/on methods generally agree on aggregate character/st/cs pertaining

to the d/stn'butions of State estimates, character/st/cs such as the median State poverty rate and the

distn'bution of State FSP participation rates across broad rate categories. Despite this agreement on

aggregate characteristics, we find that, for some individual States, the three alternative point estimates

for a given year differ substantially. However, many of the differences can be attn'buted largely to

sampling variability. When we compare interval estimates, that is, confidence intervals, we find that

the regression and shrinkage methods m,inh/reduce our uncertainty, providing narrower confidence

intervals than the direct sample method. For most States, the regresdoa and shrinkage confidence

inter_Lls lie end-ely _Je the _ _Ic confidence _ _ there is _ of

substantially greater bias in relp,ession estimates than in shrinkaF est--,,,,-- Nmtlgn'na_, ,_,,,,_i,.,_

the precision of alternative estimates, we find that our estimated standard emns emtggerate the

overall precision of the regression estimates. We find that the covafianc_ between regression

estimates for different States are relatively large. Thus, the risk of obtaining many large estlmnt/on

errors is higher with the regression method than w/th the direct sample and shrinkage methods.

Tables V.21 to V.25 display estimates of, respectively, State poverty rates, State FSP elilp'bility

rates, State poverty counts, State FSP eliil/bility counts, and State PSP partidpation rates for 1988.

Each tamedispUgsdirectsamp estimates,andshrinkageestim and

standard errors for all est_s_s. All of the estimates in Tnbles V21 to V.25 are displayed in the
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tables discussed previously in this chapter. For example, Table V.21 collectsestimates for 1988 from

Tables V.4, V.8, and V.14.

1. Similarities ia the Alternative Distributions of State Estimates

On a national estimate, on an estimate for the average Sate, and on the clistn_ution of States

among broad categories, ther_ is general agreement among the direct sample, regression, and

shrinkage estimators. Ac_ord/ng to Table V.21, the three national poverty rate estimates for 1968

agree to the nearest tenth of a percent. According to Table V.25, the hi/best and lowest of the three

national FSP participation rate estimates for 1988 ditfer by just 0.6 percentage points. Differences

for estimates of poverty and FSP participation rates pertaining to the median State are similar,l?

An important result is that, wh_ there is generslly close _t among altema_ estimates

of national cotmts and rates, the _ between direct umple and shrinkage estimates tend to

be smaller than diff_ _ direct sample and reip-ession estimates. Shrinkage estimates are

closer to the direct sample estlmstes for two of the three years' national poverty counts and for all

three years' national FSP eUIP'bilitywunts. Because the direct sample estimates of national totals are

fairly precise, mpecially compared to the State estimates, this finding offm some con6rmation that

the shrinkage estimates are subject to less bias than the regression estimates.

As noted in earlier sections of this chapter, the three estimation methods imply sinfflar

distributions of States acrou broadly defined categories for both participation and poverty. For

_,_,'=mple,about one-third of the States had FSP participation rates below 40 percent, about one-third

of the States had F_ partidpation rates between 40 and 50 percent, and about one-third of the

States had FSP partidpntion rates of 50 percent or more in each of the three years a_otding to all

three methods. I'nere is also little disalp_s_lmt among the three methods on the number of States

that had 1988 poverty rates under 15 percent, although more States had 1988 poverty rates under 10

percent according to the direct sample estimation method than according to the other two methods.

17Differences tend to be slightly larger for 1986 and 1987.
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Two common problems, noted by Erickscn and Kadanc (195"7),arc that dire.ct sample cstimates

may ovcrstatc dlfTcrcnccs among States and rclpcssion estimates may understate diffcrcnccs among

States. Common measures of variability-thc standard deviation, the range, and the inte_luartilc

range--suggest that thc d/rcct sample estimates do ,-,r,,$gcratcinterstate variations in poverty rates

and i_P participation rates. The same measures, howc-,_, do not provide convincing evidence that

the regression method oversmooths direct sample estimates? The standard deviation of the 51

State poverty rate estimates for 1988 is 4.6 percent for thc direct sample estimation method, 4.2

percent for thc regression method, and 4.1 percent for the shrinkage method. Although the range

of the direct sample estimates of 1988 poverty rates is 12 percent _cater than the range of thc

regression estimates and 14 percent _.atcr than thc range of the shrinkage estimates, the

interquartfic range of thc direct sample estimates is 8 percent less than the interquartitc range of the

regression estimates.l* The inte,_ rant_ of the direct sample .esgmatesis 23 pen:tnt !p_atcr

than the intcrquartilc range of the sh_ estimates. For lg88 FSP participation rates, thc

standard deviation is 11.4 percent for the direct samples estimates, 10.3 percent for thc rcgression

est/mate_ and 10.1 percent for thc shrinkage estimates. The ranF of the direct sample est/mates

exceeds the range of the regression estimates by 46 percent and the range of the shxinka_ estimates

by 14 percent. The interquart/le range of thc dircct sample est/matra essmm_ the interquart/le range

of the regression estimates by 18 percent and the interquart/le ranve of the shrinkage estimates by

7 percent, z° Regret,sion estimates may understate the variation in 1988 l_P partidpation rates

lSThis does not imply that the regression method does not understate diffcrcnces between some
individual pain of Statm.

_ statesere _ x m 51 h_ o_r of tho ranfe is
,4iecrcncc between the pavcrt 7 _ _ and :Slst States, and thc h_ ranf_ Is thc
difference betwemn _ _ mtes-fo_- _Statm. 'lln_:_'_ range is not
affectedtVoneortwo__ _ fm thedlreasample,re_
and shrinkage estimates are 4.8, 5.2, and 3.9 percentallepoints, respectively.

2°Tne interq_ ranges are 17.3, 14.7, and 16d percentage points for the direct sample,
rcgrcssion, and shrinkage estimetes, respectively.
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among States, although the standard deviations of the regression and shrinkage estimates are roughly

equal. TM

2. Differences in the Alternative Point Estimates for Individual States

In the aggregate, estimates from the three methods are similar. Only when we examine estimates

for individual States are large differences apparent. The median difference (in absolute value)

between 1988 State poverty rate estimates from the direct sample estimation method and the

regression method is 1.1 percentage points. The median difference between the direct sample and

shrinkage estimates is 0.9 percentage points.22 For 1988, the difference between the direct sample

and regression estimstes of poverty rates is greater than two percentage points for 14 States. For

only seven States is the difference between the direct sample and shrinkage eplmntes that large. For

1988 State FSP participation rate estimates, the median difference between the direct sample and

shrinkage estimates is 2.2 percentage points. The median difference between the direct sample and

regression estimates is 4.2 percentage points, and the difference is over 10 percentage points for six

States. z3

The differences among estimates can sometimes cause, for example, one State to have a higher

poverty rate than another State -__ceordingto one estimator but a lower poverty rate nccording to an

alternative estimator. Although the rank correlation between the direct sample and shrinkage

estlmstes of 1988 poverty rates is 0.92, the rank corrdaticm between the directsample and regression

estimates is 0.82. The rank correlation between the direct sample and shrinkage estimates of 1988

_'We End no evidence of widespread oversmoothing for 1986 and 1987.

_For 1986 and 1987, the median differences between direct sample and reilression estimates are
1.3 and 1.0 percentage points, while the median differences between direct sample and shrinkage
estimat_ are 0.9 and 0.6 percentage points.

Z3For1986 and 1967, the median differences between direct sample and regression estimates are
3.4 and 4.2 percentage points, while the mc,dian differences between direct sample and shrinkage
estimates are 1.7 and 2.2 percentage points.
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FSP participation rates is 0.91. The rank correlation between the direct ample and regression

estimates, however, is 0.77?

Using direct sample estimates as a standard of comparison, we risk observing large differences

between the direct sample estimates and the regression or shrinkage estimates because of large

sampling errors in the direct ample estimates. To reduce this risk, wc can compare estimates for

States with the most precise direct ample estimates.

For the nine States with a direct sample estimate standard error under one percent, the median

difference (in 8bsolute value) betwe_ the direct sample and regression _mntes of1988

rat.cs is 1.4 percentagepoints, which is gre,ater than the mediand;_erence of 1.1 percentagepoints

for all 51 Stat_= The median d{_cea_ between the direct sample and shrinkage estimates for the

nine States is 03 percentage points. The largest difference between the direct sample and shrinkage

estimates for the nine States is 1_. percentage points, and the next largest difference is 0.7 percentage

points. The shrinkage estimate is closer than the regression est!m,_ to the direct sample estimate

of the 1988 poverty rate for aH nine States, and the difference between the shrinkage and direct

sample estimates is just one-third of the difference between the regression and direct sample

estimates, on average.

For the nine States with a standard error under four percent for thc direct sample estimate of

thc 1988 FSP pnrfidpafon rate, the median difference between the direct sample and rclpgm/on

est/mates of the participation rate is 3.4 lm'centage poin_ The median _ between the direct

ample and shrinkage estimates is 1.4 percentage points for these States. Thc shrinka_ estimate is

closer than the regression estimate to the direct sample estimate of the 1988 '_ _ for

seven of the nine States and equally _ for one other State. Averaged across all nine States, the

_fhe rank correlation between the regression and shrinkage estimates is 0.97 for poverty rates
and 0.95 for participation rates. The rank correlation is the correlation between the ranks-rather ,,,
than the values-of the estimates. Each estimate is ranked from 1 to 51.
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d/i_rence beiweea the shrinkage and direct sample estimates is just over one-half the d/fference

between the regression and direct sample estimates.

Sim0ar patterns are observed when we compare altemat/ve esthnams for the 11 States with the

largest CPS samples. For ali three years, the median difference between shrinkage and direct sample

poverty rate estimates is between one-quarter and one-third the median difference between regression

and direct sample estimates. '.Approx/mately the same result pertains to FSP eUgfl_ilityand

participation rates. For eligibility rates, the largest difference in each year between the shrinkage and

direct sample es_ for any of the 11 States is smaller than the median _nce between

regreasion and direct sample esllmst_ _

An important advantage of the shrinkage estimator relative to the regression estimator is that

diff,ncaces between direct sample and shrinkage estimates are substantially smaller than differences

between direct sample and regression estlmntes for the States with the most precise direct sample

estimates. With the slmiinr result for differences among national estimates, this finding provides

highly suggestive evidence that, as expected, shr/nkagc est/mates are less biased, possibly much less

biased, than rc_ion estimates.

2sin combining direct sample and regression estimates, our shrinkage estimator _ fpv.ater
weight to more precise direct samplemtimam by desip_ all else equal _ is aa important
property, although it does not imply that for a State with a precise direct sample estimate, the
shrinkage estimate wfil neosssar_ be much closer to the direct sample estimatethan iSthe
estimate. Both the rqpmsioa and sbrinkap es_mntes could be close to the direct sample mimate.
In this application, that is generallynot the case. We find that for the States with relatively
direct sample est/mates, the regression estimates often differ fairlysubstantially from the direct sample
estimates,while thc shri____4p:and directsampleesti,,,,tes usuallyartec clo_ly. We focusour
attention on the !atilt States bee.am in the absence of knowing the true values, the direct sample
estimates for those States provide a more reliable standard of comparison ilar evaluating the
regression and shrinkage estimates. C.viven the way the shrinkage estimator weights the direct sample
and regression estimates in formin s a compromise estimate, the relative agree_, ont between the

sample and shrinkage estimates is generally somewhat less for small States than for large States, which
is desirable given the lack of precision of direct sample estimatca for small States.
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3. Differences in the Precision of the Alternative Estimates

Thus far in this section, our comparisons of thc empirical performance of estimators has focused

on thc values of point estimates and has largely ignored thc precision of those estimates. As we

noted in Chapter IV, we cannot estimate MSE matrixes for the regression and shrinkage estimators.

Our comparisons, therefore, are limited tO estinlated standard errors, which do not take into account

thc biases in regression and shrinka_ est_mn*_

According to Table V.21, the standard error of the direct umple estimate for the 1988 poverty

rate is never smaller than the standard on'or of the regression or shtinka_ estimate. Thc median

difference between the standard errors of the direct sample and regression estimates is 1.2 percentage

points. The standard error of the direct sample estimate exceeds the standard error of the regression

estimate by at least 1.5 percentage points for ten States. The median diffCrenC_between the standard

errors of the direct sample and shrinkage estimates is 0.8 percentage points. The standard error of

the direct sample estimate exceeds the standard error of the shrinkage estimate by at least one

percentage point for 11 States. Although the standard error of the shzinka_ estimate is smaller than

the standard error of the regression estimate f_ only two States (Flmida and New Jersey), the

differences _ the standard erro_ of __ _ _ _ _ _ _ be _ ThC

median diff_-ence is 0.4 percentage points, and the nm_um die[ercnce is just 0.6 petuen_ points.

According to Table V.25, patterns of d!t_nces among the standaxd errors for alternative
' z

estimates of 1988FSP participation rates are s!rnfiarto the patterns ofd_erences among poverty lite

standard errors, although the standard errors and differences for part/cipation rates are much larger.

The standard error of the direct sample estimate is at least 3.5 percentage points larger than the

standard error of the regression estimate for half of the States and at least 5 percentage points larger

than the standard error of the tegreuion estimate _ I_ States. The standard eh-or of the direct

sample estimate is at least 1.7 petum_ points larl_ than the standard error of the sluinkage

estimate for half of the States and at least S percen T points larger than the standard error of the

77



shrinkage estimate for S States. 26 The largest differenoc between the standard errors of shrinkage

and reipm,sion estimates is four percentage points. The median diFFerenceis 1.8 percentage points.

Our results show that, for nearly all States, the direct sample estimate has the largest standard

c-rrorand thc regression estimatc has thc smallest stnndard error and that thc standard error of the

shrinkage estimate falls somewhere in between, typicany closer to the standard error of the regression

estimate. We reach ,hk conclusion by examining differences between standard errors for one State

after another. We have not yet oomidered the correlatiom betw._au potential errot_ in State

estimates. Such correlations are reflected in the off-dia_--! elements of the variance.covariance

matrix for an estimator. 27,28 Although we cannot determine for our estimators whether one MSE

26The standard error of the direct sample estimate is smaner than the standard error of the
regression estimate for only two States (New Hampshire and Massnchusetts) and smaller than the
sumdard error of thc shrinkage estimnte for just oac State ('New Hampshire).

Z/The diagonal elements of a varian_ce matrix are the variaaces of the estimates, that
is, the standard errors squared. The off-diagonal elcmeats arc the covariaaces between estimates.
Thc covariaace between two estimates is thc correlation between those estimates times the product
of the estimates' standard errors. Roughly, the covadan_ capmsm any tendency for the estimation
errors to be related. A positive covagaaoe betweea estimators for two States means that, when an
unus-n_y high estimate is obtained for one State, an unusually high estimate is typically obtained for
the other State and, when an unusually !ow estimate is obtained for one State, an unusually low
estimate is typically obtained for the other State.

2SOne use of the covatiances between estimates is for testing whether Sm,,'- are 'mgnif_antly
different. The standard error of the difference between Ma_land's and Virginia's pov_ rates, for
example, is:

+ mPVA) - 2co,PVA) ,

ix_PMD, PVA) is the eovagance. If the difference between Matylnnd's and V'_'s poverty rates
divided by thc standard error of the difference is ipv.ater than 1.96 or less than -1.96, we infer that
the poverty rates are significantly different at the 95 percent level of confidence. More precisely, we
reject the hypothesis that the poverty rates are eq,,,l

For direct sample estlm.tcs, all cosntrianms arc mm because independent samples are drawn in
each State in the CPS. For both regression and shrinkage estimates, howev_, covariances betw_n

(continued-.)
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matrix is bigger than another _ mat_ w_ can compare thc/m_of the varian_ce

matt/xes and determine whether one esthnator is more "effic/ent" than another es6mstor?

Comparing es*_m-u_clvarian__ matrixes pertaining to our 1988 poverty rate estimates,

we find that the shrinkage estimator is more efficient than the direct sample estimator. Our findings

from other comparisons, however, are inconclus/vc. It is not pOSal'ble to say that the regrc_ion

estimator is more efficient than the direct sample estimator or that the regression estimator is more

efficient than the shrinkage est/mator? Thc explanation for th/s last, seemingly anomalous result

that the regression est/mawr is not the most efficient of the three estimators is that, although the

standard errors of regress/on est/mates tend to be relatively small, the covariances for many pairs of

_(_continued)
estimates for d/ffereot States are generally nonzero for rmmom _ e/tzlier. We do not present
covariances in this report becatm_ for each set of poverty, ei_p'bfiit_, or '_n est/m.t_, there
are 1275 wvarian_ one wvarian_ for each po_ie pa/ringof Sta_ However,we can
recommend a s/x_i_ rt_ of thumb to use for calcuhting a mndard _mr of a _ assume that
the covariance equals zero. This assumption wDl rarely/nfiuence the outcome of a hypothesis test.

If we want to determine, for every pair of States, whether the States' 1988 poverty rates are
significantly different, we must conduct 1,275 hypothesis tests. Using our_ estimates, we wtll
make the same inference whether we usc thc cst/mated covadance Or _ file covar/ance is _-o
for all but nine (0.7 percent) of our significance tests. Moreover, _ of _ nine 'errors* w/Il be
conservative in the following mns_ Although the test using the _:covarJance suggests that
the States' poverty rates are sign/ficantly different, we would not reject the hypothesis that they are

equal using our rule of thumb that the covariance is zero. We ate _t/ve in ovcrstatinlt the
standard error of the difference, rather than exaggerating its pre, ion. Based on our regression
estimates for 1988 poverty rates, whefl2er we use the csfima_ covafiance Or a::_ covaxiancc
affects our inference for 88 (6.9 percent) of our siip_/ficancc tests. In just seven instances would we
infer a significant difference when none exists. The other 81 'errol%' would be c_elvativ_

One manifemS_ of tho p'mter lwecidon_ _ relative,to directsample
esti,n,,tesis that we arebert= _ to detect suistan_ i_rpomnt_ bctwocnSums.
Aocordinsto _ __.em_mtm of I,_8:_ mm, aboutt_m-thi___
of 7.5pcrccntaltopointsof _ arc_ '_t. A_,rdinlt m thc_ =_u:s,

sample estimates tmld to overstat8 _ among States, there are mom large diffcmnms

_gSchmidt (1976) _ "_cy."

_We obtain the same results on relat/ve efficiency for 1986 and 1987 poverty rate estimatOrS and
for 1986, 1987, and 1988 FSP eligibility rate estimators.
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regression estimates are relatively large. A big error for one State will Hkcly be accompanied by big

errors for other States. Thus, there is a greater risk of obtainlng large estimation errors for many

States.

Tables %7.21to V.25 show that the standard errors of regression estimates are almost uniformly

low, even for States with very large standard errors of direct sample estimate-*. Also, despite typically

small differences between the regression and shrinkage estimates for most States, the standard errors

of the regression estimates of both poverty and PSP participation rates are smaller than the standard

errors of the shrinkage estimates for an but two States-4maller somel_nes by more than a half

percentage point for standard errors of estimated poverty rates and by more than two percentage

points for standard errors of estimated participation rates. Based on these results, we suspect that

the estimated standard errors of the regression estimates may overstate the precision of the regression

estimates. Our suspicion would seem to be confirmed by our finding that, although the shrinkage

estimator is more efficient than the direct sample estimator, the regression estimator cannot be

jucg_cl more efficient than either the direct sample or shrinkage estimators.

4. Similarities in the Alternative Interval Estimates for Individual States

Although a point estimate is our single best 'guess' of the true value of, for enmmple, a State's

poverty rate, we do not _ that tho State's pov_'ty rat_ is m_e.tJy OqlMd tO the point estimate.

_I'nus,we also report a standard error that reflects our uncertainty. Pom'bly the most meaningful

expression of our findinp is an interval estimate, that is, a confidence interval, which combines the

information from the point estimate and its standard error. We have compared point estimates and

stnndard errors f_om alternative estimatot_ We must no_ compare interval estimates.

To compare interval estimates, we adopt the approach used earlier and assess the overlap in 95

percent confidence intervais. We determlne whether the regression and shrinkage methods mainly

provide narrower confidence intervals and reduce our uncertainty compared with the direct sample
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estimation method or whether thc recession and shrinkage methods include in confidence intervals

values that we may have considered unlikc_ based on direct _mPlc estimates.

According to Table V.21, thc 95 percent covalence interval fiarthe 1988 poverty rate implied

by the regression estimator lies entirely within the 95 percent confidence interval implied by the direct

sample estimator for 35 States. At least ten percent of the regression estimator confidence interval

ilesoutside the direct samplee_thnatorconfidenceinterval for 13States. More than a quarterof thc

regression estimator confidence inte.,val lies outside the direct sample estimator confidence interval

for eight States, and more than half of the regression estimator confidence interval lies outside the

direct sample estimator confidence interval for four States. For three States, there is no overlap at

all

Although for 15 States the shrinkage estimator confidence interval extends outside the direct

sample estimator confidence interval, the overlap between the shrinkage estimator and direct sample

estimator confidence intervals tends to be substantially greater than the overlap between the

regression estimator and direct sample estimator confidence intervals. At least ten percent of the

shrinkage estimator confidence interval lies outside the direct sample estimator confidence interval

for ten States. However, for only three States does at least a quarter of the shrinkage estimator

confidence interval lie outside the direct sample estimator confidence interval, and for only one of

the States does more than half of the shrinkage estimator confidence interval lie outside the direct

sample estimator confidence interval? The contrast is even more striking wh_ we consider 0nly

the States with the most precise direct sample estimates. For seven of the nine States with direct

sample estimate standard errors under one _t, the regression estimator confiden_ intervals lie

partly outside the direct sample:_ _ intemds. For five of those nine States,the
%

i ]]111
; Y-- ---' _ _j = = .

Swe obtain n= rateand int= s,
although my tendto t 7ond the
boundaries of direct sample estimator confidence intervah. For ,,,rs,,_4c, more than half of the FgP

participation rate confidence interval implied by the regression method tics outside the direct sample ..
estimator confidence interval for seven States.

81



shrinkage estimator confidence intervalS lie partly outside the direct sample estimator confidence

intervals. Nonoverlap--at least 30 percent for four of the seven regression estimator confidence

intervalS--is at most 26 percent for the five shrinkage estimator confidence intervals and over 11

percent for only one of the five.

For some States, the regression method and, to a much lesser degree, the shrinkage method

produce confidence intervals that include values that _ ¢ollgjdered ulllikely, even 81x_l'ding to

relatively wide confi_ intervals from the direct sample estimation method. For most States,

however, the re. on and shrinkage methods yield narrow confidence intervals that lie entirely

inside the confidence intm'vals implied by the direct sample estimation method.

S. The Sensitivity of the Alternative Estimates

We conclude our assessment of alternative estimators by reviewing our resultS on the sensitivity

of estimates to choices that we have to make. After we have decided how to determine whether an

individual in the CPS is in poverty or eligible for the FSP, the direct sample estimation method

requires no additional choices, except how to estimate standard errors? The relative rdmplicityof

the direct sample estimation method and the lack of assumptions underlying the method are

advantaget _ For both the regression and shtinkaF methods, we must mak_ more choices. For

rumple, we must specify a model that re. tm a criterion variable to sympmma_ indicato_ In a

limited sensitivity analysis, we find that singhtr _on models can produce lnodeu'a_ .to

substantially different estimates for some States. We also find that shrinkage estimates are much less

sensitive to model specification. Combining rel[xesaion estimates with direct sample estimates

dampens the effect of changes in model specification. Finally, although the shrinkage estimator must

_AII three estimation methods use the simulation procedure d_ in Appendix A for
determining FSP elilp'bility status. Assessing the sensitivity of our estimates to the simulation
procedure used is beyond the scope of this study. Exploring alternative ways to estimate standard
errors is also beyond the scope of this study.

33I-Iowever, the simplicity comes at a cost of substantial imprecision from ignoring the relevant '-
information that variations in both poverty and eligibility rates are systematic.
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rely on poss_ly unreliable direct sample estimator standard errors, the shrinkage estimates do not
: a

seem to be sensitive to large errors in the estimated standard errors for direct sample estimates.
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TABL_ V.!

NUMBER OF INDIVIDUALS IN POVERTY BY STATE, 1986-1988
SAMPLE ESTIMATES

(Thousands of Individuals)

'bivision/ Lu_livtdualsin Poverty Standard E,rrors
i

Slam 1986 1987 1988 1986 198'7 1988

New England
Maine 115 139 159 18 21 22

New I-Iamtahirg 37 36 73 11 I1 16
Vermont 58 50 43 9 9 9
Massachusetts 538 491 497 62 62 48
Rhode Island 8'7 80 99 16 16 18
Connecticut 186 215 128 40 44 39

Middle Atlantic

New York 2,322 2578 2,369 140 153 163
New Jcr3cy 679 661 475 77 80 52
P__n,t_ylvania 1,190 1,225 1,246 104 110 103

Fast North Central

Ohio 1,372 1,470 1,356 111 119 101
Indiana 674 622 560 75 76 95
Illinois 1,517 1,654 1,436 119 128 111
Michigan 1,7,67 1,088 1,112 105 102 87
Wisconsin 501 362 364 76 68 68

West North C.mn, M

Minnesola 51'/ 516 514 68 71 79
lows 376 436 263 51 56 45
Missouri 722 717 662 79 82 97
North Dakota 88 80 76 12 12 11
South DIdmm 118 113 101 14 14 12
Nebraska 220 202 164 30 30 34
Kansas 269 239 195 42 41 35

South Mtandc

Delaware 79 48 57 12 10 11
Abxy!_d 414 431 457 60 63 80
District of Columbia 77 79 88 12 13 12
Virginia 547 557 647 84 88 92
West Virginia 432 441 337 41 42 41
North Carolina 884 877 796 92 96 60
SOUtll Cfl_!ina 569 511 528 62 62 62
Oeorgis 879 897 875 91 95 112
Floricia " 1,342 1,578 1,704 51 58 112
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TABLEV.1(continued)

Division/ Individuals in Poverty "Standard _."rrors
State i'986 1_7 19sS 1986 1_'_' 19_

t

East South Central

Kentucky 630 609 634 75 77 78
Tennessee 853 831 883 87 90 102
Alabama 959 849 775 80 79 91

Mississippi 695 650 704 56 57 62

West South Central
Arkansas 499 533 527 50 53 55
Louisiana 953 1,087 968 81 88 101
Oklahoma 469 540 543 56 61 65
Texas 2,825 2,767 3,006 167 172 176

Mountain
Montana 136 147 116 16 I7 15
Idaho 180 142 124 20 19 18

Wyoming 73 49 43 10 9 8
Colorado 426 407 405 54 55 62
New Mexico 306 292 343 30 31 32
Arizona 484 431 491 58 57 67
Utah 209 174 162 27 26 27
Ncvada 82 108 93 15 18 18

Pacific

Washington 563 516 402 75 75 '73
Oregon 332 356 285 48 51 51
California 3,453 3,508 3,687 175 183 259
Alaska 59 59 53 7 7 8
I-lawaii 109 98 117 17 17 19

Median State 484 441 457 56 57 * 60

UnitedStates 32,370 32,546 31,745 a a ... a
i tit i i i it

SOURCE: Poverty counts and FSP eUlp'bilitycounts are fa'om March Current Population Surveys, 1987 to 1989.

aStandard errors for the United States totals implied by _ relpession and shrinkage estimates for States arc not
directly obtainable. Thus, we do not report standard errors for any national estimates.
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TABLE V.2

NUMBER OF INDIVIDUALS ELIOmLE FOR THE I_P BY STATE, 1986-1988
SAMPLE F.S'IIMATES

('rnousands of Individuals)

Division/ In_hviduals Eligible for thc FSP Standard Errors
State 1986 1987 1988 1986 1987 1988

New England
Marne 156 165 174 21 22 23

New Hampshire 49 61 91 12 14 18
Vcrmom 67 55 54 10 9 10
Massachusetts 654 $_ 636 68 68 53
Rhode Island 116 101 115 18 18 19
Connecticut 246 254 179 45 48 46

Middle Atlantic

New York 2,804 2,979 2863 152 162 176
New Jenr_ 792 712 586 83 82 58
Pe2xnsyi_nin 1,414 1,499 1,627 112 120 116

East North Central

Ohio 1,618 1,617 1,675 119 123 110
Indiana 834 765 627 82 83 100
llUnois 1,843 1,897 1,620 129 136 117
Michigan 1,345 1,217 1,146 108 107 88
Wisconsin 580 468 382 81 76 70

West North Cenlral

Minn_oIJI 569 564 535 71 74 80
Iowa 455 454 327 55 57 49
Missouri 779 767 723 82 85 101
North Dakota 91 75 73 12 12 11

South Dakota 135 144 101 14' 15 12
Nebraska 287 217 219 33 31 38

336 306 293 46 46 42

South Atlantic

DeAswlm_ 102 66 73 13 11 12
Maryland 569 459 469 69 65 81
District of Columbia 95 89 88 13 13 12
Vlr_ni., 661 691 757 91 97 98
West Vlrginta 560 523 394 44 45 44
North Carolina 1,148 1,086 1,02'/ 102 104 67
South Carolina 674 645 646 67 68 6'/
C,eorgia 1,179 1,085 1,075 102 103 121
Florida 1.672 1,949 1,921 56 63 117
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TABLE V.2 (continued) _.--_

"Division/ Individuals Eligible for' the FSP "' Standard Errors
State 1986 1987 1988 '" 1986. 1987 1988

East South Central
Kentucky 813 783 825 82 g5 86
Tennessee 1,062 1,033 1,096 95 98 110
Alabama 1,135 1,091 1,042 84 g7 101

Mississippi 889 814 802 60 61 65

West South Central
Arlamsas 615 624 663 54 56 57
Louisiana 1,15'3 1,150 1,181 86 89 108
Oklahoma 593 710 695 61 68 71
Tens 3,477 3,302 3,304 181 184 183

Mouamln
Montana 140 155 128 16 18 16
Idaho 186 180 164 20 21 20

Wyoming 81 51 49 10 9 9
Colorado 509 441 487 58 57 67
New Mexico 319 342 405 30 33 34
Arizona 589 545 516 62 63 69
Utah 244 242 234 29 30 31
Nevada 96 151 125 16 21 20.

Pacific

Washingzon 698 560 466 .82 78 78
Oregon 381 415 398 51 55 59
California 4,108 4,061 4,097 188 195 271
Alaska 91 82 71 9 9 9
Hawafi 154 132 149 19 19 21

Medbm Sm_e 580 545 487 60 63 65

UnitedStates 39,163 38,370 37,333 · a a
m mi i ii

SOURCE: Poverty counts and FSP eligfbRtty counts are from March Current Population b"unee_ 1.qW/to
1989.

%'um_ errozs for the United States _ lmp!_ by _ regrmsion and shrinkage estimates f_ States arc
not directly obtainable, Thus, wc do not report standard errors for any national estfmates.
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TAB LE V.3

ADJUSTED INDIVIDUAL FSP PARTICH)ATION RATES BY STATE, 1986-1988
SAMPLE ESTIMATES

(Percent)

Division/ Adjusted FSP Participation Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

4

New Enslaad
Maine 67.1 55.2 46.5 9.8 8.1 6.2
New Hampshire 433 29.9 2_4 10.9 7.0 4.1
Vermont 51.5 60.1 59.9 8.2 11.0 10.8
Massachusetts 46.4 48.9 47.4 5,1 5.9 4.0
Rhode Island 53.0 57-5 47.6 8.8 10.7 7.9
Conne,cti_t 49.4 43.4 60.1 9.4 8.5 15..3

Middle Atbmtic

New York 57.4 53.0 $L0 3.4 3.2 3.1
New Jersey 52.4 50-5 59.1 5.8 6.1 5.8
Pennsylvania 68.9 61.5 56.2 5.8 5.3 4.0

East North Cenlral

Ohio 65.9 65.0 61.5 5.2 5.4 4.1
Indiana 40.5 39.5 44.5 4.3 4.6 7.1
nlinois 57.1 53.7 61.3 4.4 4.2 4.4
Michigan 65.4 69.8 74.7 5.7 6.6 5.8
Wiscomin 58.8 68.5 76.5 8.7 11,8 14.0

West North Cenlral

Minnesota 39.2 40.2 44,0 5.3 5.6 6.6
Iowa 43,9 40.9 49,9 5.8 5,6 7-5
M/Bourl 46.7 47.9 52.9 5.3 5,7 7.4
North Dakota 39.0 44.2 49.4 $.7 7.4 7.1
South Dakota 39.4 35.9 49.4 4.6 4.3 5,8
Nebraska 33.0 43,9 41.2 4.2 6,7 7.2
Kansas 34.0 38.4 39.8 5.0 6.1 5.7

South Atlantic

Delaware 28,7 40.9 38.9 4.0 7_3 6_3
Maryland 44.8 51.9 47.7 5.8 7.8 8.2
District of Columbia 65.1 63.6 64_5 I0.0 10_5 9.1
Virginia 49.3 44.4 42.5 7.2 6.6 5-5
WestVtrginia 46.0 48.0 62.5 4_3 4.8 7.0
NorthCarolina 36.7 35.7 36.8 3.6 3.8 2.4
South CIroitnA 43.9 40.5 38.5 4.9 4.8 4.0
Oeorgia 40.2 41-5 42.5 3.9 4.3 4.8
Florida 35.1 30.4 32.4 1.3 1.1 2.0
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TABLE V.3 (continued)

Division/ Adjusted FSP Pa'_ticipation Rates Standard E_rors
State - 1986 1987 1988 1986 1987 19_

South Central

Kentucky 63.0 58.8 55.7 7.2 72. 5.8
Tennessee 45.6 45.5 43.6 4.6 4.9 4.4
Aiab-mJ 40.5 38.6 39.6 3.5 3.6 3.8

Mississippi 53.3 59.8 59.6 4.4 5.4 4.8

West South Central
Arlmmas 373 35.7 36.5 3.8 3.7 3.5
Louisiana S&2 61.4 59_3 S.1 5.6 5.4
Oklahoma 42.8 37.6 36.8 4.9 4.1 3.8
T,,_,_. 37.9 43.0 43.9 2.2 2.7 2.4

Mountain
Montana 40.2 36.5 42.1 5.2 4.6 5.3
Idaho 30.9 32.0 36.1 3.8 4.1 4.4
Wyoming 33.5 51.5 52.0 4.7 9.5 9.5
Colorado 35.1 43.0 41.2 4.4 6.0 5.7
New Mexico 46.5 42.9 33.6 5.0 4.7 2.8
Arizona 32.8 37.3 46.6 3.8 4.7 6.2
Utah 31.8 35.1 38.2 4.1 4.7 5.1
Nevada 34.9 22.0 29.7 6.2 3.2 4.9

Pndflc

Ws.,_hin_rton 40.8 51.3 63.8 5.2 7.6 10.7
- Oregon 56.2 47.9 49.5 8.1 6.9 7.3

California 37.8 38.1 38.8 1.9 2.0 2.6
Alaska 28.7 35.4 34.9 3.0 4.0 4.7
Hawaii 5'7.5 62.0 51.8 7.8 9.5 7.2

Median State 43.9 43.9 46.6 S.0 5.6" S.7

United States 47.1 47.0 48.0 · a ·
m

SOURCE: Poverty counts and FSP elilp'bllity counts are bom March Current Population Surveys, 1987 to
1989. FSP participation counts are bom Food Stamp Program Statistical Summa,,y of
Operatiom data, adjusted for errors in bsuance.

aStandard errors for the United States t°_ tm'priedby the regression and shrinkage estimates for States are
not directly obtainable.. Thus, we do not report standard errms for any national estimates.
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TABLE V.4

INDIVIDUAL, POVERTY RATES BY STATE, 1985-19_88
SAMPLE ES'I1MATES

(Percent)

' Division/ Poverty Ram Standard Errors
State 1986 1987 1988 1986 1987 1988

New England
Maine 10.2 12.0 13.2 1.6 1.8 1.9

New Hampshire 3.7 3.4 6.7 1.0 1.0 1.3
Vermont 11.0 9.3 8.1 1.8 1.7 1.7
Murdchusem 9.2 8.4 8.5 1.1 1,1 0.8
Rhode Island 9.1 8.2 9.8 1.7 1.6 1.8
Connecticut 6.0 6.9 4.0 1.3 1.4 1.2

Middle Atlantic
New York 13.2 14.6 13.4 0.8 0.9 0.9

New Jcr3ey 8.9 8.7 6.2 1.0 1.1 0.7
Pennsylvania 10.1 10.4 10.3 0.9 0.9 0.8

East North Central
Ohio 12.8 13.7 12.4 1.0 1.1 0.9
Indiana 12.7 11.4 10.1 1.4 1.4 1.7

lllino_ 13.3 14.3 12.7 1.0 1.1 1.0

Michigan 13.9 12.2 12.I 1.2 1.I 0.9
Wisconsin 10.7 7.7 7.8 1.6 1.4 1.3

West North Centrul
l_(innesom 12,5 12,0 11.6 1.7 1.7 1,8
Iowa 129 15.0 9.4 1.7 1.9 1.6
Missouri 14.4 14.1 127 1.6 1.6 1.9
North Dakota 13.5 123 11.6 1.9 L9 1.6
South Dakota 17.0 15.9 14.2 1.9 2.0 1.7
Nebraska 13.6 12.5 10.3 1.8 1.8 "2.1
lCnn_ 11.I 9.9 8.1 1.7 1.7 1.3

South Atlantic
Delaware 12.4 7.3 8.6 1.8 1.3 1.6

Maryland 9.2 9.5 9.8 1.3 1.4 1.7
District of Columbia 12.8 13.9 15.2 2.0 2`2 2`1

Virginia 9.7 9.6 10.8 1.5 1.3 1.3
West Virginia 22.4 23.1 17.9 2.1 2.2 2.2
North Carolina 14.3 14.1 12.6 1.3 1.3 0.9
South Carolina 17.3 15.5 15.3 1.9 1.9 1.8
C_orgia 14.6 14.9 14.0 1.5 1.6 1.8
Florida 11.4 12.9 13.6 0.4 0.5 0.9
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TABLE V.4 (continued)

Division/ poverty Rate_ ' Standard Errors
State 1986 1987 1988 1986 1987 1988

East South Central

Kentucky 17.7 16.7 17.6 2.I 7_1 2.2
Tennessee 18.3 17.5 18.0 1.9 1.9 7-1
Alabama 23.8 21.2 19.3 2.0 2.0 2.3

Mississippi 26.6 25.5 27.2 2.1 2.2 7-4

West -S,,uahCentral
Arkantas 21.3 27.1 21.6 2.1 2.2 2.2
LOU_i-nA 22.0 25.1 22.8 1.9 2.0 2.4
Oklahoma 14.7 16.9 17.3 1.7 1.9 2.1
Tmc 17-3 16.9 18.0 1.0 1.1 1.1

Mountain
Montana 16.5 18.3 14.6 2.0 7.2 1.9
Idaho 18.5 14.3 17.5 2.1 1.9 1.8

Wyoming 14.6 10.8 9.6 2.0 1.9 1.9
Colorado 13.5 17.7 125 1.7 1.7 1.9
New Mexico 213 19.8 23.0 2.1 2.1 2.1
Arizona 14_3 12.5 14.1 1.7 1.7 1.9
Utah 12.6 10.5 9.8 1.6 1.6 1.6
Nevada 8.1 10.5 8.6 1.5 1.7 1.7

Pacific

Washinglon 12.9 11.5 8.7 1.7 1.7 1.6
Oregon 12.3 13.1 10.4 1.8 1.9 1.9
Call[omi· 12.7 12.6 13_. 0.6 0.7 0.9
Alaska 11.4 11.5 11.0 1.4 1.5 1.7
Hawaii 10.7 9.0 IL1 1.6 1.5 1.8

Medhm Sta_ 12.9 12.6 12.4 1.7 1.7 1.7

United States 13.6 13.5 13.0 · · ·'

SOURCE: Poverty eounts and FSP e.,Ugfotlitycomzts are from March Currmit Population Survey, 1987 to
1989.

· Standard ermrJ for the United States muds impUed by the regression and shrink· F estimates for States are
not directly obtainabl_ Tnus, we do not report standard errot_ for any national estimates.
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TABLE V$

INDIVIDUAL FSP ELIOIBIL][TY RATES _Y STAT_ 1986-1988
SAMPLE _TF.S

ernt)

Division/ FSP E/igib/liry Rates Standard Errors
State 1986 1987 1988 1986 196'7 1988

New England
Maine 13.9 14.3 14.,5 1.9 1.9 1.9
New Hampshire 4.9 5.8 8.3 1.2 1.3 1.7
Vermont 12.7 10.3 10.I 1.9 1.8 1.8
_metu 11.2 102 10.9 1.2 1.2 0.9
Rhode Island 12.2 10.2 11.4 1.9 1.8 1.9
Connecticut 7.9 8.1 5.6 1.4 1.5 1.4

Middle Atlantic
New York 15.9 16.9 16.2 0.9 0.9 1.0
New Jersey 10.4 9.4 '7.7 1.1 1.1 0.8
Pcnmylvania 12.0 12.7 13.4 1.0 1.0 1.0

East North Central
Ohio 15.1 15.1 15.4 1.1 1.2 1.0
Indiana 15.7 14.0 11.3 1.5 1.5 1.8
IUmois 16.1 16.4 14.3 1.1 1.2 1.0

Michigan 14.8 13.6 12.4 1.2 1.2 1.0
Wiscomin 12.4 9.9 8.1 1.7 1.6 1.5

West North CenWal
Minnesota 13.8 13.1 12.1 L7 1.7 1.8
Iowa 15.7 15.6 11.6 L9 2.0 1.7
M/ssourt 15.6 15.0 13.9 1.6 1.7 1.9
North Dakota 14.0 11.6 11.2 1.9 1.8 1.6
South Dakota 19.3 203 14.2 2.0 2.1 1.7
Nebraska 17.7 13.4 13.7 2.0 1.9 2.4
Kansas 13.8 12.6 12.2 1.9 1.9 1.8

South Atlantic
DelaMu'e 16.0 10.5 ILl 2.0 1.8 1.8

Maryland 12.6 10.1 10.1 1.5 1.4 1.7
District of Columbia 15.8 15.6 15.2 2.2 2.4 2*1

Virginia 11.8 11.9 12.7 1.6 1.7 1.6
West Virginia 29.1 27.4 21.0 2.3 2.3 2*3
North Carolina 18.6 17.5 16.3 1.7 1.7 l.l
South Carolina 20.5 19.5 19.0 2.0 2.1 2.0

Georgia 19.6 18.0 17.3 1.7 1.7 1.9
Florida 14.2 15.9 15.4 0.5 0.5 0.9
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TABLE V$ (continued)

Division/ FSP Eligibility Rates Standard Errors
State 1986 1987 1988 i986 19_ 19_

Elun South Central
Kentucky 22.8 21.4 22.9 23 23 2.4
Tenaeuee 22.8 2L8 22.4 2.0 2.1 2.2
Ahb&m 28,2 273 25.9 2.1 2.2 2.5

Mist/_ppi ' 34.1 31.9 31.0 2.3 2.4 2.5

West South Cmtr_
At_n_ 26.3 25.9 24.7 2.3 23 23
Lo_isinnn 26.6 26.6 27.8 2.0 2.1 2.5
Oklahoma 18.6 22.2 22.1 1.9 2.1 23
Texas 21.2 20.2 19.8 1.I 1.1 1.1

Mountain
Montana 17.1 19.4 16.1 2.0 2.2 2.0
Idaho 19.1 18.1 16.5 2.1 2.1 2.0

Wyoming 16.2 11.1 10.7 2.1 1.9 2.0
Colorado 16.1 13.7 15.0 1.8 1.8 2.1
New Mexico 2Z3 23.2 27.1 2.1 2.2 23
Arizona 17.4 15.8 14.8 1.8 1.8 2.0
Utah 14.7 14..5 14.1 1.7 1.8 1.9
Nevada 9.5 14.7 11.5 1.6 2.0 1.9

Pacific

Washingnon 16.0 12.$ 10.1 1.9 1.7 1.7
Oregon 14.1 15.3 14.6 1.9 2.0 2.2
California 15.2 14.6 14.7 0.7 0.7 1.0
Alaska 17.6 16.0 14.7 1.7 1.7 2.0
Hawaii 15.0 12.2 14.2 1.9 1.7 2.0

Median State 15.8 15.0 14.3 1.9 '1.8 1.9

United States 16.4 15.9 15.3 · · ·
i i, i

SOURCE: Poverty counts and FSP elilp_ility counts are from March Current Population Surveys, 1987 to
1989.

aStandard errors for the United States totals imptiedbytheregr_n nnd shfinhge estimatel for Stat_ surenot
dire_-'tlyobtainable.. Trim, _ do Mt report standard errors for uny _mtional _t_.



TABLE V.6

STANDARD ERRORS OF INDIVIDUAL POVERTY COUNTS BY STATF_ 1986-1988
$AMI_LE ESTIMATES

(Thousands of Individuah)

Standard Errors Estimated Standard Errors Estimated

Division/ Using the Direct Method Using the Indirect Method
State 1986 1987 1988 1986 1987 1988'

New Ensand
Maine 19 22 24 18 21 22

New Hampshire 11 11 17 11 11 16
Vermont 10 10 9 9 9 9
M_nt_chusetU 65 65 50 62 62 48
Rhode Island 17 17 19 16 16 18
Connecticut 41 46 40 40 44 39

Middle Athntie
New York 150 164 174 140 153 163
New Jersey 81 83 54 77 80 52
Pennsylvania 110 116 108 104 110 103

East North Central

Ohio- 118 127 107 111 119 101
Indiana 80 80 100 75 76 95
IllinOiS 127 138 118 119 128 111
Michigan 113 109 93 105 102 87
Wisconsin 80 71 71 76 68 68

West North Central

Minnesota 73 76 83 68 71 79
Iowa 54 61 47 51 56 45
Missouri 85 89 i04 79 82
North Dakota 13 13 11 12 12 11
South Dakota 15 15 13 14 14 12
Nebraska 32 32 35 30 30 34
Kansas 44 43 37 42 41 35

Sonth Atlantic

Delaware 12 10 11 12 10 11
Maryland 63 67 84 60 63 80
Disuic_ of Columbia 13 14 13 12 13 12
Vh'ginle 88 93 97 84 88 92
West Virginia 46 48 46 41 42 41
North Carolina 99 103 64 92 96 60
South Carolina 69 68 68 62 62 62
Oeorgta 98 103 120 91 95 112

Florida 54 61 119 51 58 112 ..
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TABLE V.6 (mntineed)

Standard Errors Estimated Standard Errors Estimated

DivisiovJ Using the Direct Method Using the Indirect Method
State 1986 1987 1988 1986 1987 1988

East South Central

Kentucky 82 84 86 75 77 78
Tennessee 96 99 112 87 90 102
A!ab_n',_ 91 89 I01 80 '79 91

Missmippi 65 66 73 56 5'7 62

West South Central
Ark's,n_ 56 60 62 SO 53 55
Louisiana 91 101 114 81 88 101
Oklahoma 60 67 71 56 61 65
Te:cas 182 188 193 167 172 176

Mountain
Montana 18 19 17 16 17 15
Idaho 22 21 19 20 19 18

Wyoming 11 9 9 l0 9 8
Colorado 58 59 66 54 55 62
New Mexico 34 34 36 30 31 32
Arizona 62 61 73 58 57 67
Utah 29 27 28 27 26 27
Nevada 16 19 19 15 18 18

Pacific

Washington 80 80 77 75 75 73
Oregon 51 55 54 48 51 51
California 186 195 276 175 183 259
Alaska 8 8 9 7 7 8

Hawaii 18 17 20 17 17 19

Median State 60 61 64 57 57 60

UnltM Smtu · a · · a a

SOURCE: Poverty counts and FSP eligibility counm arc f_om March Current Populau_onSurv_ 1987 to
1989.

ii

_mndazd =mrs for theunited sums mudslmlgted_:ae reSrmUonandst_-_-,,, mmmus _ Statesare
not d/rectly obta/nable. Thus, we do not _ standard errors for any national est/mates,
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TABLE V.7

STANDARD ERRORS OF INDIVIDUAL FSP ELIOIBIL1TY COUNTS BY STATE, 1986.1988
SAMPLE ESTIMATES

(Thousands or Individuals)

Standard Errors Estimated Standard Errors Estimated

Division/ Using the Direct Method Using the Indirect Method
State 1-986 1987' 1988 1986 1987 1988

New England
Maine 23 24 25 21 22 23

New Hampshire 12 14 19 12 14 18
Vermont 11 10 10 10 9 10
l_4nt___chusetts 72 71 56 68 68 53
Rhodg htand 19 19 20 18 18 19
Connecticut 47 50 47 45 48 46

Middle Atlantic

NewYork 165 177 191 152 162 176
New Jersey 87 86 60 83 82 58
Pcansylvnnia 119 128 124 112 120 116

East North Central

Ohio 128 133 119 119 123 110
Indiana 89 89 106 82 83 100
Illinois 140 148 126 129 136 117
Michigan 116 115 94 108 107 88
Wisconsin 86 81 73 81 76 70

West North CenU'nl

Minnesota 77 79 85 71 74 80
Iowa 60 62 52 55 57 49
Missouri 89 92 109 82 85 I01
North Dakota 13 13 11 12 12 11
South Dakota 16 17 13 14 15 12
Nebraska 36 33 41 33 31 38
l_.nu_ 49 49 45 46 46 42

South Agantle

Delmmm 14 12 13 13 11 12
Maryland 74 69 85 69 65 81
District of Columbia 15 15 13 13 13 12
Virginia 97 103 105 91 97 98
West Virginia 52 53 49 44 45 44
North Clfoltnn 113 115 72 102 104 67
South C.azolina 75 76 75 67 68 67
Oeorgia ' 113 113 133 102 103 121
Florida 61 68 127 56 63 117
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TABLE V.7 (continued)

Standard Errors Estimated Standard Errors Estimated

Division/ Using the Direct Method _ Using the Indirect Method
State ' 1986 '1'987 1988 1986 1987 1988

Fast South Central

Kmltucky 93 95 98 82 85. 86
T_ 108 110 125 95 98 110
Alabama 99 I01 117 84 87 101

Mississippi 74 73 78 60 61 65

West South Cenlral
Arkansas 62 65 66 54 56 57
Louisiana 100 104 126 86 89 108
Oklahoma 68 77 81 61 68 71
Texas 202 205 202 181 184 183

Mountain
Montana 18 20 18 16 18 16
Idaho 23 23 22 20 21 20
Wyoming I1 9 9 I0 9 9
Colorado 63 61 73 58 57 67
New Mexico 35 37 40 30 33 34
,_nzona 69 69 74 62 63 69
Utah 31 32 34 29 30 31
Nevada 17 22 22 16 21 20

Pacific

Washington 89 83 82 82 78 78
Oregon 55 60 64 51 55 59
California 202 2O9 290 188 195 271
Alaska 9 9 10 9 9 9

Hawaii 21 20 22 19 19 21

Median State 55 60 5'2 51 55 49

Unltal States · · · · a a

SOURCE: Poverty counts and FSP elilp'bility counts ate from March Current Population Surveys, 1987 to
1989.

astandard errors for the United States muds implied by the regression and shrinkage estimates for Statesare
not directly obtainable, Thus, we do not report standard errors for any national estimates.
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TABLE V_

IND_U_ POVERTY RATES BY STATE, 1986-1988
RP-,O_ION ES'T/M,A_

 ea:eat)

Division/ Poverp/Rates Standard E,,-mrs
State ' 1_86 1987 1988 1986 1967 1988

NewEngbmd
Maine 11.7 11.1 13.1 0.8 1.0 0.4

New Hampshire 4.4 3.8 5.0 0.9 1.0 0.7
Vermont 11.0 10.3 12.4 0.8 1.0 0.3
Massachmetu 6.9 9.1 9.6 0.9 1.0 0.6
Rhode Island 9.3 9.2 11.8 0.8 0.9 0.3
Connccticut 6.3 6.0 4.2 0.7 0.8 0.8

Middle Atlantic
New York 12.3 12.5 11.8 0.5 0.6 0.5
New Jersey 7.9 8.1 6.5 0.6 0.7 0.7
Pennsylvania 13.0 12.4 10.6 0.3 0.3 0.5

East North Cenlrnl

Ohio 13.0 12.5 IL0 0.3 0.4 0.3
Indiana 12.9 12.1 10.2 0.4 0.4 0.4
nlinois 11.6 11.1 10.3 0.3 0.4 0.3

Michigan 12.4 12.1 11.4 0_3 0.4 0.4
Wisconsin 13.9 13.4 12.3 0.3 0.3 0.3

West North Central
Minnesota 10.8 10.0 8.6 0.4 0.5 0.4
Iowa 13.0 12.4 10.8 0.4 0.4 0.4
Missouri 13.9 13.4 123 03 0.3 03
North Dakou_ 14.0 13.0 11.6 0.4 0.5 0.6
South Dakota 15.1 14.2 12.1 0.4 0.5 0.5
Nebraska 1_ 5 11.7 9.9 0.4 0.5 0.4
Kansas 11.5 10.9 9.4 0.4 0.4 0.4

South Atlantic
Delaware 1L4 10.8 9.4 0_3 0.4 0.3
Ma_/land 9.7 9.3 8.1 0.4 0.5 0.4
Distria of Columbia 12.0 13.1 14.1 0.8 0.9 LO
Virgiaia 12.1 11.6 10.0 0.3 0.4 0,4
West V'ullinla 19.2 18.5 16.8 0.5 0.6 0.6
North Carolina 17.0 16.3 15.4 0.4 0.4 0.3
South Ct.,_UuA 19.2 18.6 17.7 0.5 0.5 0.5
Oeorgts 16.7 16.5 16.1 0.4 0.5 0.4
Florida 13.2 12.7 13.4 0.3 0.3 0.8



TABLE V.S (cominu_)

Division/ Poverty Rat_ Standard Errors
Siam 1986 1987 1968 _ 1986 1987 1988

i

East South Central

Kentucky 19.5 193 17.9 0.5 0.6 0.6
Teaa_ 18.7 18.2 173 0.5 0.5 0.5
Alabama 20.7 20.5 20.0 0.6 0.7 0.6

Mississippi 25.3 25.4 25.0 0.9 LO LO

West South Central
Arkamas 20.8 20.7 20.0 0.6 0.7 0.6
Louisiana 22.4 22.5 23.2 0.8 0.9 0.8
Oklahoma 18.5 18.2 18.2 0.7 0.8 0.7
Tc_ms 16.8 16.6 17.5 0.7 0.8 0.8

Mountain
Montana 14.6 13.6 11.9 0.5 0.5 03
Idaho 14.9 13.3 11.2 0.6 0.6 0.5

Wyoming 14,7 13.8 12.6 0.8 0.9 0.8
Colorado 13.$ 13.3 13.2 0.7 0.8 0.7
New Mexico 19.7 19.0 19.6 0.7 0.8 0.8
Arizona 12.9 12.0 11.9 0.3 0.4 0.7
Utah 14.3 12-6 I1.1 0.6 0.7 0.7
Nevada 10.5 9.8 8.6 0.4 0.4 0.5

Pacific

Washington 11.6 11.4 1LI 0.3 0.4 0.5
Oregon 13.2 12.1 11.4 0.4 0.4 0.6
California 13.5 14.5 14.8 0.6 0.7 0.6
Alaska 9.3 10.2 9.9 0.9 LO 0.9
Hawaii IL8 1L1 10.3 0.3 0.4 0.4

Median State 13.0 175 11.8 0.5 0.5 0.5

United States 13.8 13.6 13.0 · · a
t t

SOURCE: Poverty counts and FSP elJlp'bRitycounts are from March Currcnt Population Surveys. 1987 to
1989.

'Standard mort for the United _ muds implied by thc repmion and shrtnhfte estimatei for States are
not directly obtainable.. Thus, we do not report standard errors for any national estimates.
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TABLE V.9

INDIVIDUAL FSP ELIGIBILITY RATES BY STATE, 1986-1988
REORE._ION ESTIMA_

(Percent)

Division/ FSP F.UgibUity Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

New Eagbmd
Maine 14.4 13.6 14.3 LO 1.1 1.0

New Hampshire 5.6 4.7 5.4 1.1 1.1 L1
Vermont 13.6 12.5 13.2 1.0 1.1 1.0
Mmsach_m 9.4 8.7 10.2 1.1 1.1 L1
Rhode Island 11.8 11.2 12.1 1.0 1.0 1.0
Connecticut 8.4 7.0 6.3 0.9 0.9 0.9

Middle Atlantic
New York 15.7 14.9 14.1 0.6 0.7 0.6

New Jersey 10.3 9.5 8.7 0.8 0.8 0.8
Pennsylvania 15.7 14.8 13.9 0.4 0.4 0.4

East North Central
Ohio 15.4 14.9 13.5 0.4 0.4 0.4
In_ _ 15.0 14.3 12.6 0.5 0.5 0.5

_ 14.1 13.2 12.4 0.4 0.4 0.4

Iv'. 41pm 15.1 14.4 13.3 0.4 0.4 0.4
W_.comin 16.8 16.0 15.4 0.4 0.4 0.4

West North C4mral
Mlanmom 12.8 11.8 10.9 0.5 0.5 0.5
Iowa 15.2 14.8 13.4 0.5 0.5 0.5
Missouri 16.8 16.0 14.9 0.4 0.4 0.4
North Da]rom 16.2 15.5 14.7 0.5 0.6 0.6
South Dakota 17.5 16.9 15.5 0.6 0.5 0.5
Nebraska 14.6 13.9 12.3 0.5 0.5 0.5
Kamas 13.6 12.9 11.5 0.5 0.5 0.5

South Atlantic
Delawa_ 13.9 12.8 I 1.7 0.4 0.4 0.4

Maryland 12.1 11.0 10.1 0.6 0.6 0.6
District of Columbia 16.0 15.6 15.3 1.0 1.0 1.0

Virginia 14.8 13.8 17.8 0.4 0.4 0.4
West Virmnin 22.9 22.2 21.2 0.6 0.6 0.6
North Carolina 20.6 19.6 18.4 0.4 0.4 0.4
South Carolina 23.2 22.3 20.7 0.6 0.6 0.5
Creorgia 20.6 19.8 18.6 0.5 0.5 0.5
Fiorkla 16.0 15.1 14.1 0.4 0.4 0.4
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TABLE V.9 (continued)

Division/ F_I_ EBgibfi'ity Rates Standard Errors
State 1986 1987 1988 1986 1987 I988

East South Central

K_ntucky 23.7 23.2 22.1 0.6 0.6 0.6
Tcnn_._ 22.9 21.9 20.9 0.6 0.6 0.5
Alabama 25.4 24.7 23.9 0.7 0.7 0.7

Mississippi 31.3 30.7 30.1 1.1 1.2 1.I

West South Cenmd
Ar_ 25-$ 24.9 2:3.9 0.7 0.7 0.7
Lo 'msiana 27-$ 26.7 27.$ LO L1 1.0
Oklahoma _'_-_ 21.4 21.8 0.9 0.9 0,8
T'"'_< 20..'1 19-$ 19.9 0.8 0.9 0,8

Mountain
Montana 16.8 16.2 14.4 0.6 0.6 0.6
Idaho 17.0 15.9 13.6 0.7 0.7 0.6

'WyOming 17.0 16.0 16.1 LO 1.0 0.9
Colorado 16.3 15.4 16.0 0.9 0.9 0.9
New Mexico 23.6 22.4 22.9 0.9 0.9 0.9
Arizona 15.2 14.3 12.9 0.4 0.5 0.4
Utah 16.0 15.0 12.6 0.8 0.8 0.7
Nevada 12.6 11.6 10.0 0.5 0-5 0-5

Pacific

Washingnon 13.9 13.6 12.4 0.4 0.4 0.4
Oregon 15.4 14.4 12.6 0.5 0.5 0.5
Calitornia 17.6 17.4 17.4 0.8 0.8 0.7
A!s-qka 11.7 11.6 13.1 1.1 1.1 1.0
Hawaii 14.1 132 12.1 0.4 0.4 0.4

Median Sm_ 15.7 14.9 13.9 0,6 0.6 0.6

Unltad States 16.9 16.1 15.5 · a a
i i i

SOURCE: Povertycouats and FSPe&igibiUtycounts are from bgucb Current Population Surveys,196'7to
1989.

aSumdard tarots for tl_ UnJtsd Smms totals implied by the rcgFessfonand shrinkage estimatesfor Statesare
not directly obudmble. Thus, we do not rapon standard errors for any rational es_aateL

'~ .
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TABLE V.10

NUMBER OF INDIVIDUALS IN POVERTY BY STATE, 1986-1988
R_._ORE_ION ESTIMATES

(Thousands of Iadivia-,! 9

Division/ Individuals in Poverty Standard Errors
State 1986 1987 1988 1986 1987 1988

New England
Maine 132 128 157 9 12 5
New Hampshire 45 40 54 9 10 8
Vermont 58 55 66 4 S 2
Massachusetts 395 416 562 53 58 35
Rhodebland 89 90 119 8 9 3
Connecticut 198 189 136 22 25 26

Middle Atlantic

New York 2.163 2.193 2.084 88 106 88
New Jersey 600 609 496 46 53 53
Pennsylvania 1.536 1.464 1.287 35 35 61

Ea_ North Ceutr,l

Ohio 1,389 1,341 1,202 32 43 33
Indiana 685 657 562 21 22 22
n,nois 1_22 1_81 1.173 34 46 34
Michigan 1,130 1,082 1,051 27 36 37
Wiscomin 654 635 579 14 14 14

West North Central

Minnesota 447 431 382 17 22 18
Iowa 378 360 304 12 12 11
]Vfir_oufi 696 685 641 l_ 15 16
North Dakota 91 84 76 3 3 4
South Dakota 105 101 85 3 4 4
Nebraska 203 189 158 6 8 6

280 265 226 10 I0 10

South Atlantic

Delaware 73 69 62 2 3 2
Maryland 438 423 379 18 23' 19
Dismct of Columbia 72 75 82 5 5 6
Virginia 679 674 595 17 23 24
West Vlr_nis 370 352 ' 316 10 11 11
North Ou'onnn 1,049 1,016 970 25 25 19
South C.am!ina 630 613 603 16 17 17
Oeorgia 1,004 994 1,001 114 30
Florida 1551 1556 L670 35 37 lOO
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TABLE V.10(continued)

Division/ Individuals in Poverty Standard Errors
State 1986 1987 1_ 1986 1987 1988

East South Cenu'al

K_mcky 694 704 644 18 22 22
Tennessee 869 864 849 23 24 2.5
A!ab*ms 833 821 804 24 28 24

Mississippi 660 647 647 23 26 26

West South Cm_
.arkansas 488 498 488 14 17 15
Louistsns 973 975 984 35 39 34
Oklahoma $B9 582 5'72 22 26 22

Texas 2,744 2,716 2,920 115 131 133

Mountain
Montana 120 109 95 4 4 4
Idaho 145 132 111 6 6 $

V_m!ng 73 63 57 4 4 4
Colorado 426 426 426 22 26 23
New Mc_ico 282 280 294 10 12 12
Arizona 437 415 415 I0 14 24
Utah 237 209 184 10 12 12
Nevada 106 101 94 4 4 5

Pacific

Washington $09 $14 514 13 18 23
Oregon 356 329 312 11 11 16
California 3,667 4,035 4,111 162 195 167
AIIska 48 52 47 5 5 4
Hawaii 121 120 108 3 4 4

Median State 438 426 426 15 17 18

United States 32,839 32,657 31,751 · a a

SOURCE: Poverty counts and FSP eligl_)ilitycounts are from March Current Population Surveys, 1987 to
1989.

sStandard errors for the United Sates muds imp_:by the regression and shrinkage estimatm for Sates are
not directly obtainable. Thus, we do not report standard errors for any national atimates.
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TABLE V.11

NUMB_ OF INDIVIDUALS ELIGIBLE FOR THE FSP BY STATE, 1986-1988
REORF._ION ESTIMATES

(Thousands of Individuals)

Division/ Individuals Eligible for the FSP Standard Errors
State 1986 1967 1988 1986 1987 1988

New England
Maine 162 15'/ 172 11 13 12
New l-hunpshire 56 49 58 11 12 12
Vermont 72 67 70 5 6 5
Massachusetts 551 510 598 64 64 64
Rhode Island 112 110 122 10 10 10
Connecticut 262 219 200 28 28 29

Middle Atlantic

New York 2,768 2,617 2,494 106 123 106
New Jene 7 782 716 664 61 60 61
PLmnaylvania 1,847 1,743 1,685 47 47 48

East North Central

Ohio 1,647 1596 1,470 43 43 44
Indiana 795 78O 698 27 27 28
Illinois 1,610 1,521 1,411 46 46 45
M/cbigaz 1,371 1,287 1,224 36 36 37
Wisconsin 790 758 722 19 19 19

West North Cenwal

Minnesota 528 509 484 21 22 22
Iowa 442 429 376 15 15 14
Missouri 840 817 775 20 20 21
North Dakota 105 101 96 3 4 4
South Dakota 122 120 109 4 4 4
Nebraska 236 225 196 8 8 8
Kansas 331 314 276 12 12 12

South Atlantic

Delaware 88 81 77 3 3 3
MaryUmd 469 27 27 28
District of Columbia 96 89 88 6 6 6
V_ 834 801 764 22 23 24
West Virginia 442 423 398 12 11 11
North C_rolm 1,270 1,218 1,160 25 25 25
South Caroline 763 736 703 20 20 17
Oeorgia 1,240 L193 LLV7 30 30 31
Florida 1,889 1,854 1,760 47 49 50
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TABLE V. 11 (continued)

Division/ Individuals Eligible for thc FSP Standard Errors
State 1986 1987 1988 - 1986 1987 1988

East South Central

I_ntucky 842 847 797 21 22 22
Tennessee 1,063 1,039 1,024 28 28 25
_lnhJm. 1,024 990 960 28 28 28

Mlssi_ppi . 817 783 779 29 31 28

West South CmUld
Arkansas 596 600 585 16 17 17
Louisiana 1,192 1,155 1,169 43 48 42
Oklahoma 709 684 686 29 29 25
Tm 3,323 3,181 3,319 131 147 133

Mountain
Montana 138 129 114 5 5 5
Idaho 166 158 135 7 7 6

Wyoming 84 73 73 5 5 4
Colorado 516 493 517 28 29 29
New Mexico 338 330 342 13 13 13
Arizona 515 493 450 14 17 14
Utah 266 249 209 13 13 12

- Nevada 127 119 108 5 5 5

Pacific

W&_hin_ton 609 610 572 17 18 18
Oregon 415 391 343 14 14 14
California 4,756 4.834 4.841 217 223 195
Alaska 61 60 63 6 6 5
Hawaii 145 142 127 4 4 4

Median State 546 S09 517 20 20" 19

UnitedStates 40,300 38,898 37,692 a a a
la

SOURCE: Poverty counts and FSP eligibility counts are from March Current Population Surveys, 198'/to
I989.

aStanctard errors for the United States tmals imp!led byline regression and shrinkage estimates.for States are
not directly obtainable. Thus, we do not report standard errors for any national estimates.

!
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TABLE V. 12

ADJUSTED INDIVIDUAL FSP PARTICIPATION RATE_ BY STATE, 1986-1988
REGRESSION ESTtk_TES

(Percent)

Division/ Adjusted FSP Participation Rates Standard Errors
State 198c 1987 1988 1986 1987 1988

New England
Maine 64.6 58.1 47.2 4.5 4.7 33

New Hampshire 379 36.9 31.8 7.4 8.7 6.5
Vermont 48.1 499 45.6 3.6 4k3 3.5
Mam_us_u 55.1 $7.1 50.4 6.4 7.2 5.4
Phode Island 54.7 52.4 44.9 4.6 4.7 3.7
Connecticut 46.5 50.2 53.8 5.0 6.5 7.7

Middle Atlantic
N_v York 58.2 60.4 58.6 2.2 2.9 2.5

New Jersey 53.0 503 52.1 4.1 4.2 4.8
Pennsylvania 52.7 52.9 54.2 1.4 1.5 1.6

East North Central
Ohio 64.8 65.9 70.1 1.7 1.8 2.1
Indiana 42.5 38.7 40.0 1.4 1.4 1.6
Illinois 65.4 66.9 70.3 1.9 2.0 2.3

Michigan 64.1 66.0 70.0 1.7 1.8 2.1
Wisconsin 43.2 42.3 40.5 L1 L1 L1

West North Central
Minnesota 423 44.5 48.6 L7 1.9 2.2
Iowa 45.2 433 43.4 1.5 1.5 1.6
Missouri 43.3 45.0 49.3 LO L1 1.3
NorthDakota 33.9 33.2 37.6 L1 1_3 1.5
South Dakota 43.4 43.1 45.5 1.5 1.3 1.5
Nebraska 40.1 42.5 46.0 1.4 1.6 1.9
Kansas 34_5 37.4 42.3 1.3 1.5 1.8

South Atlantic

Delawa_ 33.2 33_3 36.9 1.0 1.1 13
Maryland 46.7 47.7 47.7 2.3 2.6 2.8
District of Columbia 64.1 63.4 64.4 4.0 4.1 4.2

Virginia 39.1 383. 42.1 1.I 1.1 1_3
West Virginia 58_3 59.3 61.9 1.6 1.6 1.8
North Carolina 33.2 31.8 32.6 0.7 0.7 0.7
South Carolina 38.8 35.5 35_3 1.0 1.0 0.9

Georgia 38.2 37.7 39.5 1.0 1.0 1.1
Florida 31.0 32.0 35.4 0.8 0.9 1.0
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T,A.BTv: V.12 (continued)

Division/ Adjusted F6P ParticipaUou Pates .... Standard Errors
State 1986 19_/ 1988 1986 1987 1988

i

East South Central

Kentucky 60.8 54.3 5'/.6 1.6 1.4 1.6
Tennessee 45.5 45.2 46.6 1.2 1.3 L1
Alabama 44.9 42.6 43.0 1.3 1.2 1.3

Mississippi 58.1 62,2 61,4 2.1 2.5 2.3

West South Ceutr_
Arkansas 38.5 37.2 37.6 1.1 1.1 1.1
louisiana 563 61.1 59.9 2.1 2.5 2,2
Oklahoma 35.8 39.0 37.3 1.5 1.7 1.4
T_ 39.6 44,7 43.7 1.6 2-1 1.8

Mountain
Montana 40.8 43.9 47.0 1.5 1.6 2.0
Idaho 34.6 36,6 43.9 1.4 1.6 1.9

Wyoming 32.1 35.5 34.8 1.9 7=2 2-0
Colorado 34.6 _ 38.8 1.9 _ 7.7.
New Mexioo 44.0 44.4 39.8 1.7 1.8 1.6
Arizona 37.6 41.2 53.4 LO L4 1.7
Utah 29.2 34.1 42.9 1.5 1.8 2.4
Nevada 26.3 27,8 34.3 L1 1.2 L7

Pact_

Washington 46.8 47.1 51.9 1.4 1.4 L7
Or%,on 51_ 50.9 57.5 L7 1.8 7.3
California 32.7 32.0 32.8 1.5 1.5 1.3
Alaska 43.0 48,6 39.1 4.1 4.6 3.0
Hawaii 61.2 57.6 60.8 1.8 1.8 2,0

Median State 43.3 44.4 45.5 1.5 1.6 1.8

United States 45.8 46.4 47.5 a a a
ii iii ii1,1 i ]1

SOURCE: Poverty counts amdFSP eligibility counts are from March Current Population Surveys, 1987 to
1989. FSP participation cmmu are from Food Sutmp Program Statistical Summa_ of
Oparatiom data, adjmtM for errors in Busing.

aSumdard e.rro_ f_ the United _ totals implied by the _gr_km smd shrinkage atimm_ _r Stats sure
not directly obtai_blc. Thru, we do not report standard ,_rs for any national estimtes.
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TABLE V.13

INDIVIDUAL POVERTY RATES BY STATE, 1988
ALTERNATIVE REORESSION ESTIMATES

(Percent)

Division/ Poverty Rates Standard Errors
State Best Model Next-Best Model Best Model Next-Best MOdel

New England
Maine 13.1 12.0 0.4 0.9
NewHampshire 5.0 4.4 0.7 0.9
Vermont 12.4 ILl 03 0.9
_uset'ts 9.6 &7 0.6 0.9
Rhode Island 11.8 10.2 0.3 0.8
Connecticut 4.2 5.4 0.8 0.8

Middle Atlantic
New York 11.8 12.1 0.5 0.6

New Jersey 6.5 7.5 0.7 0.7
Pennsylvania 10.6 11.7 05 0.3

East North Central

Ohio 11.0 11.3 0.3 0-3
Indiana 10.2 10.5 0.4 0.4
Ulinois 10.3 10.5 0.3 0.4
Michigan 11.4 11.1 0.4 0.3
Wisconsin 12.3 1Z9 0-3 0-3

West North Central

Minnesota 8.6 9.1 0.4 0.4
Iowa 10.8 11.1 0.4 0.4
Mluouri 12.3 12.5 0,3 0.3
NorthDakota IL6 12.2 0.6 0.5
South Dakota 12.1 12.9 0.5 0.5
Nebrardm 9.9 107. 0.4 0.4
Kamas 9.4 9.6 0.4 0.4

South_

Dellwlre 9.4 9.8 0.3 0.4
lvlmTiand IL1 8,5 0.4 O.5
District of Columbia 14.1 13.2 1.0 0.9
Vbl_ntia 10.0 10.8 0.4 0.4
West Vtrginla 16.8 17.8 0.6 0.5
North Carolina 15.4 153 0_3 0.4
South Carolina 17.7 17.4 0.5 0.4

Oeorgia 16.1 15.7 0.4 0.4
Florida 13.4 11.9 0.8 0.3
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TABt.E V.la (conanu_d)

Division/ Povorty Rates Standard Errors
State - Best Model Nrta-Best Model Beat Model Next-Beat Model

East Sooth Central

F,_ntucky 17.9 l&7 0.6 0.5
Tennessee 17.3 I7.6 0.5 0.5
Alabama 20.0 20.2 0.6 0.6
Missi_.-_ippi 2.5.0 25.5 1.0 0.9

West South Central
Arkan,ms 20.0 20.2 0.6 0.6
Louisiana 23.2 23.1 0.8 0.9
Oklahoma 18.2 18.2 0.7 0.7
T_,_c 17.5 16.5 0.8 0.7

Mountain
Montana 11.9 11.9 0.5 O_
Idaho 11.2 11.3 O_ 0.5

Wyoming 12.6 13.2 0.8 0.8
Colorado 13.2 13.2 0.7 0.7
New Mexico 19.6 19.0 0.8 0.7
Arizona 11.9 10.8 0.7 0.4
Utah IL1 103 0.7 0.6
Nevada &6 &4 0.$ 0.4

Pacific

Washington IL1 10.4 0.5 0.3
Oregon 11.4 10.5 0.6 0.4
California 14.8 14.9 0.6 0.6
Alaska 9.9 10.9 0.9 0.8
Hawaii 10.3 I0.1 0.4 0.3

Median State 11.8 11.7 0.5 0..6

Unltal States 13.0 13.0 a ·

SOURCE: Poverty counts and FSP elilp_ility counts are from March Cummt Population Surveys, 1987 to
1989.

aStandard errors for the United States totals implied by the _ and shrlnkn F es"matts for States are
not directly obtainable. Thus, we do not report smnda.rg errors knr any national estimates.
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TABLE V. 14

INDWIDUAL POVERTY RATES BY STATE, 1986-1988
SHRINKAGE ES'rlMATES

(Percent)

Division/ Poverty Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

Ne,, England
Maine 11.3 11.4 12.9 L1 1.2 1.0

New I-lnmpshire 4.2 3.6 5.6 0.9 0.9 0.9
Vermont IL0 9.9 11.I L1 1,2 0.9
Massachusetts 8.1 8,0 8.8 0.9 0.9 0.7
Rhode Isiand 9.4 8.8 112 LO 1.I 0.9
Connecticut 6.3 6.5 4.2 0.9 1.0 0.9

Middle Atlantic

New York 12.9 14.0 12.7 0.7 0.7 0.7
New Jersey 8.4 8.6 6.3 0.8 0.9 0.6
Pennsylvania 117. IL0 10.4 0.7 0.8 0.7

Fast North Central

Ohio 12.8 13.2 11.8 0.8 0.9 0.7
Indiana 12-6 11.7 10.2 0.9 1.0 0.9
Illinois 12.3 13.0 11.5 0.8 0.9 0.7
Michigan 13.0 12.1 11.8 0.8 0.9 0.7
Wisconsin 12.8 10.8 10.7 0.9 1.0 0.9

West North CenWal

Minnesota 11.2 10.7 9.4 0.9 1.1 0.9
Iowa 12.8 13.1 10.4 0.9 1.1 0.9
Missouri 13.9 13.6 123 0.9 1.0 0.9
North Dakota 13.6 12.6 11..5 LO 1.1 LO
South Dakota 1f.2 14..5 12.6 LO LI LO
Nebraska 12.6 11.8 10.0 1.0 1.1 1.0
Kansas 11.2 10.5 9.1 0.9 1.I 0.9

SOUthAtlantic

Delaware 11.6 9.4 9.1 0.9 1.0 0.9
Maryland 9.1 9,5 8.6 0.9 1.0 0.9
District of Columbia 12.2 13.3 14.2 1.I 1_3 12
Virginia 11.2 10.7 10.2 0.9 1.0 0.9
West Virginia 19.f 19.4 16.6 1.0 1.2 1.1
North Carolina 15.9 1f.3 13.8 0.9 1.0 0.7
South Carolina 18.4 17.3 16.9 1.0 1.1 1.0
Georgia 15.8 15.7 15.4 0.9 1.0 1.0
Florida 11.6 12-8 13.6 0.4 0.4 0.7

110



TABLE ¥.14 (coRtin__,__)

Division/ Poverty Rates Sumdard Errors
State 1986 1987 1988 1986 1987 1988

East South Central

I(.entucky 18.8 18_3 17.4 1.0 1.2 1.1
Tennessee 18.3 17.8 17.1 1.0 I.1 1.0
Alabama 21.1 20.5 19.4 1.1 1.2 1.1

Mississippi 25.1 25.0 24.6 1.3 1.4 1.4

West South Central
Arkansas 20.6 20.8 19.8 1.1 1.2 1.1
Louisiana 22.3 23.2 22.8 1.I 1-3 1.2
Oklahoma 17._ 17.8 17.9 1.1 1.2 1.1
T,'_,, 17.1 16.8 17.8 0.8 0.9 OS

Mountain
Montana ,14.7 14.7 12.5 ld) 1.2 Id)
Idaho 153 13.4 11.5 1.0 1.2 1.0

Wyoming 14.7 129 12,0 L1 1.2 1.1
Colorado 13.6 13.1 13.2 LO 1.2 1.1
New McEico 195 19.2 20.2 1.1 1.3 L1
Arizona 13.1 121 12J 0.9 L1 1.0
Utah 13.5 11.6 10.8 ld) 1.1 1.0
Ncvada 9.6 10.1 8.7 0.9 1.1 0.9

Pacific

Washington 11.8 11.4 10..5 0.9 1.1 0.9
Oregon 12.7 12.3 11.3 0.9 1.1 1.0
California 13.0 13.0 13.8 0.6 0.6 0.7
Alaska 10-3 11.0 10.3 1.0 1.1 1.1
Hawaii 11.4 10.2 10-_ 0.9 1.0 0.9

M_Uan State 12.8 12.8 11.8 0.9 1.1 · 0.9

UnitedStates 13.6 13..q 13.0 · a ·
t

SOURCE: Poverty counts and FSP elig_filty counts are flora March Current Population Surveys, 1987 to
1989.

_uxLurderrors_ _ thx_ Su_ m _Ued bythe_ nd shrfn]nfee_m_ _ Sum _
not directly obtainable. Thus, wo do not report standanl rotors for any rational mffmaum.
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TABLE V.15

INDIVIDUAL FSP ELIGIBU. ITY RATES BY STATE, 1986-1988
SHRINKAGE E._"TIMA'rF_.S

(Potent)

Division/ FSP Eligibility Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

New_ "
Maine 14.2 13.9 14.4 1.3 1.4 1,4

New Hampshire 5.3 S.5 6.9 LO L1 13
Vermont 13.3 11.6 120 1.3 1.3 1.3
Mame. husgm 10.5 9.8 10.7 LO LO 0.8
Rhode hlznd 11D 10.9 11.9 1.3 1.3 1..3
Connecxicut 8.1 7.6 6.0 1.1 1.2 1.1

1MUddleAtlantic
New York 15.8 16.4 15.5 0.8 0.8 0.8

New Jersey 10.3 9.5 7.9 0.9 0.9 0.7
Pennsylvania 13.0 13.3 13.5 0.8 0.9 0.8

EaStNorth C_U'M
Ohio 15.1 15.0 14.7 0.9 0.9 0.8
Indiana 15.2 14.1 12.0 1.1 1.I 1.2
Illinois 15.3 15.2 13.7 0.9 0.9 0.9

Michigan 14.8 13.9 12.6 0.9 1.0 0.8
Wisconsin 14.8 13.0 11.6 1.1 1.1 1.1

Wwt North Ommd
Mlnnesotz 13.1 12.4 1L4 LI 1.2 1.2
Iowa 15.2 15.0 12.6 1.2 1.2 1.2
Missouri 16.1 15.5 14.4 L1 L1 1.2
North Dakota 15.2 13.8 13.0 1.2 1.2 1.1
South Dakota 18.0 17.9 14.8 1.2 1.3 1.2
Nebraska 15.5 13.6 12.6 1.2 1.2 13
Kansas 13.6 12.8 11.8 1.2 1.2 1.2

South Atltmtlc

Dglawzrc 14.4 11.8 11.4 12. 1.2 12
MJurybmd 12.3 10.6 10.1 1.1 IA 1.2
District of Columbia 15.7 15.6 15.1 1.4 1.5 1.4
Virginia 13.3 12.9 12.7 1.1 1.2 1.1
West Virginia 24.3 23.5 20-8 1.3 1.4 1.3
North Carolina 19.5 18.5 16.9 1.I 1.2 0.9
South Carolina 22.0 21.1 19.8 1.2 1.3 1.3
Oeorgia 19.9 18.9 17.9 1.1 1.2 1.2
Florida 14.3 15.8 15.0 0.5 0.5 0.8
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TABLE V.15 (mnttauod)

, mii

Division/ _"_PF.JigibRity Rates Sumdard Errors
State 1986 1987 1988 1986 1987 1988

i

East South Central

l_nmcky 23.1 22.4 22.0 13 1.4 1.4
Tennessee 22,5 21.6 21.1 1.2 1.3 1.3
Alabama 26.0 7.5.3 72.1 13 1.4 1.4

Mississippi 31.6 30.6 29.9 1.5 1.6 1.6

West South Central

Arkansas 253 24.9 23.8 1.3 1.4 1.4
Louisiana 27.2 26.6 27.3 1.4 1.4 1.5
Oklahoma 21.1 21.7 21.8 1.3 1.4 1.4
T,'_'_t 21.0 20.0 19.8 0.9 1.0 0.9

Mountain

Montana 16.7 17.1 14.9 1.2 1.3 1.3
Idaho 17.5 16.5 14.6 1.3 1.3 1.3

Wyoming 17.0 14.2 14.1 1.4 L4 1.4
Colorado 16.5 14.8 15.6 1.3 1.3 1.4
New Mexico 23.3 22.7 24.0 1_3 1.4 1.4
Arizona 15.9 14.9 13.5 1.2 1.2 1.2
Utah 15.4 14.7 13.1 1.2 1_3 1.3
Nevada 11.1 12.8 10.6 1.1 1.3 1.2

Pacific

Washington 14.6 13.0 11.3 1.2 1.2 1.1
Oregon 14.8 14.6 13.2 1.2 L3 1.3
CaUfomia 15.5 15.0 15.4 0.6 0.7 0.8
Alaska 14.5 13.8 13.7 1.3 1.3 1.4
Hawaii 14.3 12.7 12.8 1.2 1.2 1.2

Median State 15.3 14.8 13.7 1.2 1.2 1.2

United States 16.6 15.9 15.1 · · ·
mil

SOURCE: Poverty counts and NSF elilgbtltly o_uau sro from Marr.h Curreat Populagoa _ 1987 m
1989.

aSumdaraerrorsfor theUmea Su_ totalsimpliedby tae_ aaashrinkagea_ms for S'_m arc
not d/reaJy obtaimbl_ _us, we do not rqmrt standard orrors for fu_ national esti,,_t_
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TABLE V.16

NUMBER OF INDIVIDUALS IN POVER_ BY STATE, 1986-1988
SHRINKAOE E.STIMATES

(Thousands of Individuals)

Division/ Individuals In Poverty Standard Errors
State 1986 1987 1988 1996 1987 1988

Ne,, Enaland
Maine 127 131 155 12 14 12

New Hampshire 42 38 61 9 9 10
Vermont 58 53 59 6 6 5
IVassachusetts 475 465 518 53 52 41
RhodeIsland 89 86 113 10 11 9
Connecticut 196 206 135 28 31 29

Middle Atlantic

New York 2,260 2,460 2,231 123 123 123
New Jersey 643 646 482 61 68 46

L01 s2 94 s5

East North CentrM

Oltto 1,367 1,410 1,284 86 96 76
Indiana 670 636 562 48 55 50
Hlinois 1,411 1,496 1,310 92 104 79
Michigan 1,183 1,082 1,084 73 80 65
Wisconsin 601 509 502 42 47 42

West North Central

MinneSota 461 462 416 37 47 40
Iowa 371 381 292 26 32 25
Missouri 695 693 642 45 S1 47
North Dakota 88 82 75 7 7 7
South Dakota 106 103 89 7 8 ' 7
Nebraska 203 192 160 16 18 16
Kamas 273 254 217 22 27 22

South Atlantic

Delaware 74 60 60 6 6 6
Maryland 428 428 401 41 45. 42
District of Columbia 74 76 82 7 7 7
Vita.in 631 623 607 51 58 54
West Virginia 375 370. 313 19 23 21
North Carolina 981 949 8_ 56 62 44
South Carolina 606 573 576 33 36 34
Oeorgia 953 948 958 54 60 62
Florida 1,370 1,575 1,693 47 49 87
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TABLE V. 16 (continued)

Division/ Individuals la Poverty Standard Errors
State 1986 1987 1988 .....1986 1987 1988

East South Central

Kentucky 670 669 627 36 44 40
Tennessee 852 846 839 47 52 49
Alabama 848 820 780 44 48 44

Mississippi 656 639 636 34 36 36

West South Cenmd
Arkansas 482 501 484 26 29 27
Louisiana 966 1,003 968 48 56 51
Oklahoma 558 567 564 35 38 35
Texas 2,793 2,748 2,968 131 147 150

Mountain
Montana 121 117 99 8 10 8
Idaho 149 133 114 10 12 10

Wyoming 73 59 55 5 5 5
Colorado 431 422 426 32 39 36
New Mexico 286 283 302 16 19 16
Arizona 443 418 436 30 38 35
Utah 223 192 179 17 18 17
Nevada 97 103 95 9 11 10

Pacific

Washington 518 512 483 39 49 42
Oregon 344 334 308 24 30 27
California 3,512 3,617 3,841 162 167 195
Alaska 53 56 49 S 6 5
Hawaii 116 110 111 9 11 9

Mediml State 461 462 436 33 38 35

UMred States 32,32'/ 32,441 31,566 · a a
mi

SOURCE: Poverty counts and FSP eligibility counts are fzom March Current Population Surveys, 1987 to
1989.

aStandarderrors for the United States mats impUcd by the regression and shrinkage estimnt_ for States are
not directly obtninnble. Thus, we do not report standard errors for any national estimates.
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TABLE %;.17

NU]_ER OF ZNDZVZX)U_ ET=,XOFI_IL,EFOR THE FSP BY STATE, 1986-1988
SHRZNKAOE F..ST_dATES

('rho_ of tudividuftts)

D/v_ion/ Individuals Elig/ble for thc FSP Standard Errors
Sme 1_6 1987 1988 1986 1987 1988

New _d
Maine 160 160 173 15 16 17

New Hampshire 53 58 75 10 12 14
Vermont 70. 62 64 7 7 7
Massachusetu 614 572 627 58 58 47
Rhode bland 114 107 120 12 13 13
ConnocU_t 253 239 192 34 38 35

MMdle Atlantic

New York 2,778 2,888 2,733 141 141 141
New Jersey 785 717 603 69 68 53
P_ _'_ 1_7o 1,626 94 106 97

East North Centrul

Ohio 1,616 t,606 1,603 96 96 87
lndlnnn 807 768 664 58 60 66
Hlinois 1,751 1,754 1,554 103 104 102
Michigan 1,349 1,241 1,162 82 89 74
Wisconsin 695 615 545 52 52 52

West North Central

Minnesota 541 534 504 45 52 53
Iowa 442 436 355 35 35 34
Missouri 805 790 749 55 56 62
North Dakota 99 90 85 8 8 7
South Dakota 125 127 105 8 9 8
Nebraska 251 221 202 19 19 21
Kansas 331 311 283 29 29 29

South Atlantic

92 75 75 8 8 8
Maryland S54 48O 47O SO 5O
Distria of Columbia 95 89 87 8 9 8
Virginia 748 749 758 62 70 66
W_t Virginia 468 449 391 25 27 24
North Carolina 1,205 1,149 1,067 68 75 57
SouthCaroLina 723 696 674 39 43 44

Oeorgia 1,199 1,138 1,115 66 72 75
Florida 1,684 1,936 1,8'75 59 61 100
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TABLE V.X? (continued)

Division/ Indfviduals Eligible for thc I_P ..... Smn_ Errors
$m_ - 1986 1987 i,i1988 1986 1987 1988

Fast South Central

Kentucky 822 818 793 46 51 50
Tennesse_ 1,046 1,025 1,034 56 62 64
Alabama 1,047 1,012 968 52 56 56
Mississippi , 825 781 774 39 41 41

West South Central
Arkansas 593 6O0 582 3O 34 34
Louisiana 1,180 1,150 L160 61 61 64
Oklahoma 672 694 686 41 45 44

Tm, 3,438 3,266 3,304 147 163 150

Mounmin

Montana 137 137 118 10 10 10
Idaho 170 164 145 13 13 13

Wyoming 84 65 64 7 6 6
Colorado 521 475 SOS 41 42 45
New Mcxioo 334 335 359 19 21 21
Arizona 538 514 471 41 41 42
Utah 256 244 218 20 22 22
Nevada 112 131 115 11 13 13.

Pacific

Was!_in_on 638 584 523 52 54 51
Oregon 400 397 360 32 35 35
California 4,196 4,177 4,290 162 195 223
Alaska 75 71 66 7 7 7
Hawaii 146 137 135 12 13 13

Median State 554 534 505 41 42 ' 44

Unltaf States 39,172 38,402 37.212 · · . a

SOURCE:* Povert7 oounts and FSP ellgibtllt7 munu are from March Current Population S_ 1987 to
1989.

_mdard e..ron for the Uaimi Sma muds tmpli_ by _ rqgrmion _d shrtnk_ mtim_ ax Sums are
not directly obtainable. Thus, we do not n_on rending _ for any national _ms_s.

'- *e
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TABLE V.18

ADR. ISTED INDIVIDUAL I_P PARTICIPATION RATES BY STATE, 1986-1988
SHRINKAGE ESTIMATES

0'=nt)

' DiViSion/ Adjusted FSP Participation Rates Standard Errors
state 1986 198'7 1988 1986 1987 1988

New England
Maine 65.5 56.8 46.8 6.0 5.7 4.6
New Hampshire 40.2 31.4 24.7 7.6 6_3 4.7
Vermont 49.2 53.2 50.2 4.8 6.0 5.4
_usetu 49.4 50.9 48.0 4.7 5.2 3.6
Rhode Island 53.7 54.1 45.7 5.8 6.5
Connecticut 48.1 46.1 56.0 6.5 73 1.,.,

Middle Atlantic

New York 58.0 54.7 53.5 3.0 2.7 2.8
New Jersey 52.8 50.2 S7.5 4.6 4.8 5.1
Pennsylvania 63.6 58.7 55.9 3.9 4.0 3-3

bst North Central
Ohio 66.0 65.4 64.3 4.0 3.9 3.5
Indiana 41.8 393 42.1 3.0 3.1 4.2
Illinois 60.1 58.0 63.9 3.5 3.4 4.2
Michigan 65.2 68.4 73.7 4.0 4.9 4.7
Wisconsin 49.1 52.2 53.7 3.7 4.4 5.1

West North Ceneral

Minnesota 41_3 42.4 46.6 3.5 4.1 4.9
Iowa 45.2 42.6 46.1 3.6 3.4 4.4
Missouri 45.2 46.5 51.1 3.1 3.3 4-3
NorthDakota 36.0 37.2 42.7 2.8 3.3 3.6
South Dakota 42.3 40.8 47.5 2.8 3.0 3.9
Nebraska 37.8 43_3 44.8 2.9 3.8 4.6
Kansas 34.4 37.8 41.1 3.0 3.5 4.?.

SemthAtlantic

Delaware 31.9 _ 37.8 2.7 2L7 4.0
Mmyiand 46.0 49.7 47,6 4.1 $.2 5.7
District of Columbia 65.4 63.5 65.1 5_q 6.1 6.1
Virginia 43.6 41.0 47..5 3.6 3.8 3.7
West Virginia 55.0 56.0 63.0 3.0 3.3 4.0
North Caro_ 35.0 33.7 35.4 2.0 2.2 1.9
South Carolina 41.0 37.5 3_9 2.3 2.3 2.4
Oeorgia 39.6 39.5 41.0 2.2 2.5 2.8
Florida 34.8 30.6 33.2 1.2 1.0 1.8
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TABt.EVaS(_nttnued)

Divmon/ AdjustectFSI'Parti_pationRates StandardErrors
State 1986 19_ 19_S 1986 1987 1988

i ii

East South Central

Kentucky 62.3 56.3 57.9 3.5 3.5 3.7
Tennessee 46.2 45.9 46.2 2.5 2.8 2.9
Alabama 44.0 41.6 42.6 2.2 2.3 2.5
Mississippi 57.5 67.4 61.8 2-7 3.3 3.3

West South Central
Arkansas 38.7 37.2 37.8 2.0 Z 1 2.2
Louisiana 56.8 61.3 60.3 2.9 3.2 3.3
Oklahoma 37.8 38.5 37.3 2.3 2.5 2.4
Tens 38.3 43.5 43.9 1.7 2.2 2.0

Moantala
Montana 41.1 41.5 45.4 3.0 3.2 4.0
Idaho 33.7 35.2 40.9 2.5 2.8 3.7

Wyoming 32.0 40.1 39.6 2.7 4.0 3.9
Colonuto 34.3 40.0 39.8 2.7 3.5 3.6
New Mezico 44.5 43.8 37.9 2.5 2.7 2.2
Arizona 35.9 39.6 51.0 2.7 3.2 4.5
Utah 3_4 34_ 41.1 2.4 3.1 4.1
Nevada 29.8 25.2 323 3.0 2.6 3.7

Pacific

Washington 44.7 49.1 56.8 3.7 4.5 5.5
Oregon 53.4 50.1 54.7 4_3 4.5 5.4
California 37.0 37.0 37.0 1.4 1.7 1.9
Alaska 34.8 41.0 37.4 3.2 3.9 3.9
l-hwaii 60.5 59.7 57.3 5.1 5.7 5.4

Median State 44.0 43-3 46.1 3.0 3.4 3.9

United States 47.1 47.0 48.1 a a a

SOURCE: Pover_ counts and FSP eliffbRity counts are from March Current Population Surveys, 1987 to
1989. FSI) pmicipauion o_nts are from Pood Stump Porgram Statistical _ of
Operationsdata,adjustedforermn intnuance.

:

aStnndarderrorsfortheUnitedStatmmudsi_by theregressionandslutnkageestimatesforSatesare
not d_t'ectlyobtainable. *rhulkwe do not report stalldard errors for ally nationnl estimnte&

/

+*
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TABLE V. 19

INDfVIDUAL POVERTY RATES BY SI'ATE, 1988
ALTERNATIVE SHRINKAGE ESTI_

(Percent)

Division/ Poverty Rates Standard Errors
Suite Best Model Next-Best Model Best Model Next-Best Model

New Enaland
Mamo 12.9 12=3 L0 1.2

New Hampshire 5.6 5.4 0.9 L1
Vermont IL1 10.0 0.9 L1
Massachusem 8.8 8.5 0.7 0.7
Rhode Island 11.2 10.0 0.9 1.1
Connecticut 4.2 4.7 0.9 0.9

Middle Atlantic

New York 12.7 12.8 0.7 0.8
New Jersey 63 6.5 0.6 0.6
Ponmylvanta 10.4 10.7 0.7 0.7

East North Central

Ohio 11.8 12.0 0.7 0.7
Indiana 10.2 10.4 0.9 1.0
Illinois 11.5 11.7 0.7 0.8
Michigan 11.8 11.7 0.7 0.8
Wisconsin 10.7 10.8 0.9 0.9

West North Central

MinneSOta 9.4 9.9 0.9 1.0
iowa 10.4 10.5 0.9 1.0
Missouri 123 12.5 0..9 1.0
North Dakota 11.$ 12.0 1.0 1.0
South Dakota 12.6 13.3 1.0 1.0
Nebrardm 10_ 10.2 1.0 L1
:tm 9.1 9.0 0.9 LO

Soma Atlantic

Delaware 9.1 9.4 0.9 1.0
Matyiand 8,6 8,9 0.9 1.0
District of Columbia 14.2 13.4 I_. 1.2
Virginia 10.2 10.8 0.9 1.0
West Virginia 16.6 17.6 1.1 1.1
North Carolina 13.8 13.6 0.7 0.8
South Carolina 16.9 16.7 1.0 1.1
Oeorgia 15.4 15.0 1.0 1.0
Florida ' 13.6 13.0 0.7 0.7
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Divismn/ poverty _tes' Standard Errors
State Best Model Ne_-I_! Model i_est Model Next-Best Model

Fast South Central

Kentucky 17.4 18.2 1.1 1.1
Tenn_s_e 17.1 17_5 1.0 1.1
Alabama 19.4 19.7 1.1 1.2

Mississippi 24.6 25.4 1.4 1.4

West South Central
Arkansas 19.8 20.3 L1 1.2
Louisiana 22.8 22.9 1.2 1.3
Oklahoma 17.9 18.0 LI 12
T,_'-_ 17.8 17.4 0.9 0.9

Mounudn
Mou,,,m, 12.5 12.7 1.0 1.1
Idaho 11.5 11.7 1.0 1.1

Wyoming 12.0 12.3 1.1 1.2
Colorado 132 132 1.1 12
New Mexico 20.2 20.0 1.1 1.2
Arizona 12.5 11.7 1.0 1.1
Utah 10.8 10.2 1.0 1.I
Nevada 8.7 8.4 0.9 1.0

Pacific

Washington 10.5 9.7 0.9 1.0
Oregon 11.3 10.5 1.0 1.1
California 13.8 13.7 0.7 0.8
Alaska 103 11.0 L1 12
Hawaii 10S 10.4 0.9 1.0

Median State 11.8 1L7 0.9 LO

United States 13.0 13.0 · ·

SOURCE: Poverty wuMs fundFSP eligibility taunts are from March Current Population Surveys, 1987 to
1969.

SSumdard errors for _ United States totals impll_ by the rqgrusion aM sbrinktge es,imstes for States are
not directly obtainable. Thus, we do not report standard erTors for any national estimates.
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TABLE V.20

INDIVIDUAL FSP ELIGIBILITY RATES BY STATE, 1988
ALTERNATIVE SHRINKAGE ESTIMATES

0 ==nt)

FSP Eligl_lli_ Rates Standard Errors
Division/ Estin_ted Sumdard Inflated Standard Estimated Standard Inflated Standard

$um_ Errors Used _von Used Errors Used Erron Used

New _d
Maine 14.4 14.4 1.4 1.3
New I=htmpshire 6.9 6.5 1.3 13
Vermont 12.0 12.6 1.3 1.3
Massachusetts 10.7 10.6 0.8 0.9
Rhode bland 11.9 12.1 1.3 1.3
Connecticut 6.0 6.1 1.1 1.1

Middle Atlsntic
New York 15.5 15.1 0.8 0.9

New Jersey 7.9 8.1 0.7 0.8
Pennsylvania 13.5 13.6 0.8 0.8

Em North Cemmd

Ohio 14.7 14.3 0.8 0.9
Indiana 12.0 12..3 1.2 1.1
nlinois 13.7 133 0.9 0.9
lVlJ_ 12.6 12.8 0.8 0.8
Wtscomin 11.6 13.0 L1 1.0

West North C_

l_innesoLI 11.4 11.2 1.2 1.1
Iowa 12.6 12-9 1.2 1.1
Missouri 14.4 14.5 1.2 1.1
North Dakota 13.0 13.7 1.1 1.1
South Dakota 14.8 15.0 1.2 1.1
Nebraska 12.6 12.4 1.3 1.2
Kansas 11.8 11.6 1.2 1.1

South Atbmtlc

11.4 ILl 1.2 L1
!vtmTland 10.1 10.1 1.2 1.I
Disuia of Columbls I$.1 15.0 1.4 1.3
Virginia 12.7 12.7 1.1 1.1
West Virginh 20.8 20.7 1.3 12
North C_ro._ 16.9 17.2 0.9 0.9
South Carolina 19.8 20.0 1.3 1.2
Geor_ 17.9 l&O 1.2 L1
Florida 15.0 14.7 0.8 0.8
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TABLE V.20 (continued)

FSP Eligibility Rates Standard Errors
Division/ -Estimated Standard Inflated Standard Estimated Standard lnfinted Standard

Sram Errors Used Errors Used _ Errors Used Errors Used

East South Central

Kentucky 22.0 21.8 1.4 13
Tennessee 21.1 20.7 1.3 1.2
Alabama 24.1 2:3.6 1.4 1.3

Mississippi 29.9 29.4 1.6 1.6

West South Central
Arknn_c 23.8 23-_ 1.4 1.3
Louisiana 27.3 27.1 1.5 1.5
Oklahoma 21.8 21.6 1.4 1.4
Texas 19.8 19.7 0.9 1.0

Mountain
Montana 14.9 14.6 1.3 1.2
Idaho 14.6 14.1 1.3 1.2

Wyoming 14.1 15.0 1.4 1.4
Colorado 15.6 15.8 1.4 1.3
New Mexico 24.0 233 1.4 1.4
Arizona 13.3 13.2 1.2 1.1
Utah 1_1 12.9 1.3 1.2
Nevada 10.6 10.3 1.2 1.1

Pacific

Washington 11.3 11.7 1.1 1.1
Oregon 13.2 12.9 1.3 1.2
CaUfomm 15.4 15.8 0.8 0.9
Alaska 13.7 13.5 1.4 1.4
Hawaii 12.8 12.4 1.2 1.1

Median State 13.7 13.7 1.2 1.1

United States 15.1 15.1 a a

SOURCE_ Poverty oounu and FSP e.LigibiUtycx_uatsare from March Current Population Surveys, 1987 to 1989.

aStandard errors for the United States totals implied by the regrmsion and shrinkage est_m-tes for _ates are not
dtrec0y obuttnab_ Thus, _m do not report mnda.-d enon for any national _..,,;,,_
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TABLE V.21

INDIVIDUAL POVERTY RATES BY STATE, 1988
ALTERNATIVE ESTIMATION METHODS

_ercent)

Poverty Rates Standard Errors

Division/ Sample Regression Sannkage Sample Regression Shnnkage
State Estimates Est,_'mntes Estimates Estimates Estimates Estimates

'.

Ne,, England
Maine 13.2 13.1 17.9 1.9 0.4 1.0

New _ 6.7 5.0 5.6 1.5 0.7 0.9
Vermont 8.1 12.4 11.1 L7 0.3 0.9
Mauachmem &5 9.6 8.8 0.8 0.6 0.7
Rhode Island 9.8 11.8 11.2 1.8 0.3 0.9
Connecticut 4.0 4.2 4.2 1.2 0.8 0.9

Middle Afimfic

New York 13.4 11.8 12.7 0.9 0.5 0.7
New Jersey 6.2 6.5 6.3 0.7 0.7 0.6
Pennsylvania 10.3 10.6 10.4 0.8 0.5 0.7

East North Central
Ohio 12.4 11.0 11.8 0.9 0.3 0.7
Indiana 10.1 10.2 10.2 1.7 0.4 0.9
llHnob 17_7 10.3 11.5 1.0 0.3 0.7
Michigan 12.1 11.4 11.8 0.9 0.4 0.7
Wisconsin 7.8 _ 10.7 1.5 0.3 0.9

West North CenU-al

Minnesota 11.6 &6 9.4 1.8 0.4 0.9
Iowa 9.4 1.8 10.4 1.6 0.4 0.9
Missouri 12.7 sZ3 12.3 1.9 0.3 0.9
North Dalmu 11.6 11.6 11.5 1.6 0.6 1.0
South Dakota 14.2 12.1 12.6 1.7 0.5 LO
Nebraska 10.3 9.9 10.0 2.1 0.4 1.0

8.1 9.4 9.1 1.5 0.4 0.9

South Athntle

Delaware 8,6 9.4 9.1 1.6 03 0.9
Mmyland 9.8 8.1 8.6 1.7 0.4 0.9
District of Columbia 15.2 14.1 14.2 2.1 1.0 1.2

10.8 10.0 10.2 1.5 0.4 0.9
West Virginia 17.9 16.8 16.6 2.2 0.6 1.1
North Cam_ 12.6 15.4 13.8 0.9 0.3 0.7
South Carol/ns 15.5 17.7 16.9 1.8 0.5 1.0
C,eorgia 14.0 16.1 15.4 1.8 0.4 1.0
Florida 13.6 13.4 13.6 0.9 0.8 0.7
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TABLE V.21 (continu_)

Poverty Rates Standard Errors
D_.sio_ iple Regression Sbmgrage Sample Regression Shnnkage

State Estimates Estimates Estimates Estimates Estimates Estimates

East South Central

Kentucky 17.6 17.9 17,4 2.2 0.6 1.1
Tcnnes._,e 18.0 17.3 17.1 2.1 0.5 1.0
Alabama 19.3 20.0 19.4 23 0.6 1.1

Misattqippi 27.2 25.0 24,6 2.4 1.0 1.4

West South Centrul
Arlnm_, 21.6 20.0 19.8 2.2 0.6 LI
Louisiana 22.8 23.2 22.8 2.4 0.8 1.2
Oklahoma 17.3 18.2 17.9 2.1 0.7 1.1
Te_.s lg.0 17..q 17.8 L1 0.8 0.9

Mountain
Montana 14.6 11.9 12..5 1.9 0.5 1.0
Idaho 12.5 11.2 11.5 1.8 O_ 1.0

Wyoming 9.6 12.6 12-0 1.9 0.8 L1
Colorado 12.5 13.2 13.2 1.9 0.7 LI
New Mexico 23.0 19.6 20.2 2.1 0.8 1.1
Arizona 14.1 11.9 12.5 1.9 0.7 1.0
Utah 9.8 ILl 10.8 1,6 0.7 1.0
Nevada &6 8.6 8.7 1.7 03 0.9

Pacific

Washington 8.7 11.1 10.5 1,6 0.5 0.9
Oregon 10.4 11.4 11.3 1.9 0.6 1.0
California 13.2 14.8 13.8 0.9 0-6 0-7
Alaska 11.0 9.9 103 1.7 0.9 LI
Hawaii 1L1 10.3 10.5 1,8 0.4 0.9

Median State 12.4 11.8 11.8 1.7 0.5 0.9

United States 13.0 13.0 13.0 a a ·

SOURCE: Poverty couau sad FSP ellt_mty counn are _ i Onrrent Population Surv6_ 1957 to 1989.

astandard errors for the United States touds implied by the regression and shrinkage estimates for States are not
directly obtainable,. Thus, w_ do not report standard erro_ for any national estimates.
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TABLE V.22

INDIVIDUAL FSP ELIOIBILITY RATES BY STATE, 1988
ALTERNATIVE EXTIMATION METI-{ODS

(Percent)

FSP Eligibility Rates Standard Errors
Division/ Sample Regression Shrinkage Sample Regression Shrinkage

State Estimates Estimates Estimates Estimates Estimates Estimates

New _nlland
Maine 14.5 14.3 14.4 1.9 LO L4

New Hampshire 8.3 5.4 6.9 L7 1.1 1_3
Vermont 10.1 13.2 12.0 1.8 LO 1.3
Massachusem 10.9 10.2 10.7 0.9 1.1 0.8
Rhode Island 11.4 12.1 11.9 1.9 1.0 1_3
Connecticut 5.6 6.3 6.0 1.4 0.9 1.I

MMdle Atbmtic
New York 16.2 14.1 15.5 1.0 0.6 0.8

NewJersey 7.7 8.7 7.9 0.8 0.8 0.7
Pennsylvania 13.4 13.9 13.5 1.0 0.4 0.8

East North Cenu-ai
Ohio 15.4 13.5 14.7 1.0 0.4 0.8
Indiana 11-3 1Z6 1Z0 1.8 0.5 1.2
ll]inois 14-3 1Z4 13.7 1.0 0.4 0.9

l_chignn 12.4 13-3 12.6 1.0 0.4 0.8
Wisconsin 8.1 15.4 11.6 1.5 0.4 1.1

West North Centnd
]_inn_ota 12.1 10.9 11.4 1.8 0.5 1.2
Iowa 11.6 13.4 12.6 1.7 0.5 1.2
Missouri 13.9 14.9 14.4 1.9 0.4 1.2
North Dakota 11.2 14.7 13.0 1.6 0.6 LI
South Dakota 14.2 15.5 14.8 1.7 0.5 1.2
Nebraska 13.7 12.3 12.6 2.4 0.5 1_3
Kansas 12.2 11.5 1LB 1.8 0.5 1.2

South _tle
DeJawam IL1 IL7 11.4 1.8 0.4 1.2

!_tryland 10.1 10.1 10.1 1.7 0.6 1.2
District of Columbia 15.2 15.3 15.1 2.1 LO 1.4

Virginia 12.7 12.8 12.7 1.6 0.4 1.1
West Virginia 21.0 21.2 20.8 2.3 0.6 1_3
North Carolina 16.3 18.4 16.9 1.1 0.4 0.9
South CaroUna 19.0 20.7 19.8 2.0 0.5 1_3

Georgia 17_3 18.6 17.9 1.9 0.5 1.2
Florida 15.4 14.1 15.0 0.9 0.4 0.8
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TABLE V.22 (continued) ....

FSP _iigib_ty Rates Standard Errors
Division/ Sample Re_sio/_ Shriai_e _le Regression Slu'in_nge

State P.,sttmates Es_m-_ Es_nxates Est_mstes 1,*_lRmates Estimates

East South Central

Kentucky 22.9 22.1 22.0 2.4 0.6 1.4
Tennessee 22.4 20.9 21.0 2.2 0.5 13
Alabanm 25.9 23.9 24.1 2=5 0.7 1.4

Mississippi 31,0 30.1 29.9 2-5 1.1 1.6

West South Cenwal
Arknn_.c 24.7 23.9 23.8 2.3 0.? 1.4
Louisiana 27.8 27__ 27.3 2.5 1.0 15
Oklahoma 22.1 21.8 21.8 2.3 0,8 1.4
Texas 19.8 19.9 19.8 1.1 0.8 0.9

Mountain
Montana 16.1 14.4 14.9 2.0 0.6 1.3
Idaho 16..5 13.6 14.6 2.0 0.6 1.3

Wyoming 10.7 16.1 14.1 2.0 0.9 1.4
Colorado IS.0 16.0 15.6 2.1 0.9 1.4
New Mexico 27.1 22.9 24.0 2.3 0.9 1.4
Arizona 14.8 12.9 13..5 2.0 0.4 1.2
Utah 14.1 12.6 13.1 L9 0.7 1.3
Ncvacta 11.5 10.0 10.6 1.9 0.5 1.2

Pactnc

Washington 10.1 12.4 11.3 1.7 0.4 1.1
Oregon 14.6 12.6 13.2 2.2 0..5 1.3
C.ali_mla 14.7 17.4 15.4 1.0 0.7 0.8
Alaska 14.7 13.1 13.7 2.0 1.0 1.4
Hawaii 14.2 12.1 12.8 2.0 0,4 1.2

Median State 14.3 13.9 13.7 1.9 0.6 1.2

UnitedStates 15.3 15.5 15.1 a · a

soURCE: Poverty counts and FSP eligibility counts are from March Current Population Surveys, 1_87 to 1989.

aStandard errors for the United States totals implied by the regression and shrinkage estimates for States are not
directly obtainable. Thus, we do not report standard errons for any national estimates.
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TABLE V.23

NUI_ER OF INDIVIDUALS IN POVERTY BY STATE, 1988
ALTERNATIVE ESTIMATION METHODS

(Thousands of Individuals)

Individuals in Poverty Standard Errors

Division/ Sample Regression Shrinkage Sample Regression Shrmknge
State Estimates Estimates Estimates Estimat_ Estimates l_-tttmates

New England
Maine 159 157 155 22 5 12

NewHampshire 73 54 61 16 8 10
Vermont 43 66 59 9 2 S
Massachusetts 497 562 518 48 35 41
RhodeIsland 99 119 113 18 3 9
Connecticut 128 136 135 39 26 29

Middle AdJantic

New York 2,369 2,084 2,231 163 88 123
New Jersey 475 496 482 52 53 46
Pennsylvania 1,246 1,287 1,254 103 61 85

East North Centrul

Ohio 1,356 1,202 1,284 101 33 76
Indiana 560 562 562 95 22 50
Illinois 1,436 1,173 1,310 111 34 79
!VficA/gan 1,112 1,051 1,084 87 37 65
Wisconsin 364 579 502 68 14 42

Wmt North Central

Minneso:& 514 382 416 79 18 40
Iowa 263 304 292 45 11 25
Missouri 662 641 642 97 16 47
NorthDakota 76 76 75 I1 4 7
South Dakota 101 85 89 12 4 7
Nebraska 164 158 160 34 6 16
gnn_,dt_ 195 226 217 35 10 22

South Atlantle

Delaware 57 62 60 I1 2 6
Maryland 457 379 401 80 19 42
Districz of Columbia 88 82 82 12 6 7
V'_.il 647 595 607 92 24 54
West Vir_nin 337 316 313 41 11 21
North Carolina 796 970 868 60 19 44
South Carolina $28 603 576 62 17 34
Georgia 875 1,001 958 112 25 62
Florida 1,704 1,670 1,693 112 100 87
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TABLE V.23 (continued)

Individuals in P_ Standard Errors

Division/ $ampi_ 'Rejxeaaioa Sluinkage Sample Rcgression Shrinkage
State Estimates Hs_miates Bttimates Estimates Es*imntes Estimates

East South Central

I_ntucky 634 644 627 78 22 40
Tenneasee 883 849 839 102 25 49
Alabama 775. 804 780 91 24 44

Mississippi 704 647 636 62 26 36

West South Ce,md
Arkansas 52'7 488 484 55 15 27
Louisiana 968 984 968 101 34 51
Oklahoma 543 572 564 65 22 35
Texas 3,006 2,920 2,968 176 133 150

Mountain
Montana 116 95 99 15 4 8
Idaho 124 Ill 114 18 5 10

Wyoming 43 57 SS 8 4 S
Colorado 405 426 426 62 23 36
New Mexico 343 294 3(12 32 12 16
Arizona 491 4L,c 436 67 24 35
Utah 162 184 139 27 12 17
Nevada 93 94 95 18 5 10

Pacific

Washington 402 514 483 73 23 42
Oregon 285 312 308 51 16 27
CaUlomia 3,687 4,111 3,841 259 167 195
Alaska 53 47 49 8 4 5
Hawaii 117 108 111 19 4 9

Median State 457 426 436 56 18. 35

United States 31,745 31,751 31,566 · a a
i i i i

SOURCE: Poverty munu and FSP e.lilp'biUtycounts are from March Current Population Surve)_, 1987 to 1989.

asumdard error_ for the United States totals implied by the regression and slutnlm_ estimates for States ate not
directly obutinable. Thus, we do not report standanl errors for any national estimates.

e

129



TABLE V.24

NUMBER OF INDIVIDUALS ELIGIBLE FOR THE FSP BY STATE, 1988
ALTERNATIVE ESTIMATION METHODS

(Thousands of Individuals)

lnd/v/duals Eligible for the FSP Standard Errors
Division/ Sample Regression Shrinkage Sample Regression Shr/nKagc

State Estimates Estimates E_timate_ Estimates Estimates Estimates
I

New England
Maine 174 172 173 2:3 12 17

New Hampshire 91 58 75 18 12 14
Vermont 54 70 64 10 5 7
)_i.fsachusem 636 598 627 53 64 47
Rhode Island 115 122 120 19 10 13
Connecticut 179 200 192 46 29 35

Middle Atlantic
New York 2,863 2,494 2,733 176 106 141

New Jersey 586 664 603 58 61 53
Pcunsytvam 1,627 1,685 1,636 116 48 97

East North Central
Ohio 1,675 1,470 1,603 110 44 87
Indiana 627 698 664 100 2,3 66
Illinois 1,620 1,411 1,554 117 45 102

Michigan 1,146 1,224 1,162 88 37 74
Whcons/n 382 722 545 70 19 52

Weft North Central
Minnesota 535 484 504 80 22 53
Iowa 327 376 355 49 14 34
M _ouri 723 775 749 101 21 62
N,_._J]Dakota 73 96 85 11 4 7
South Dakota 101 109 105 12 4 8
Nebraska 219 196 202 38 8 21
Kansas 293 276 283 42 12 29

South Atlantic
73 77 75 12 3 s

Maryland 469 469 470 81 28 56
District of Columbia 88 88 87 12 6 8

Virgi_tn 757 764 758 98 24 66
Wes_ _!'rgin.ia 394 398 391 44 11 24
North Carolina 1,027 1,160 1,067 67 25 5'/
South Carolina 646 705 674 67 17 44

Georgia 1,075 1,157 1,115 121 31 75
Florida 1,921 1,760 1,875 117 50 100
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TABLE V.24 (continued)

Individuals Eligiblc'_or _ FSP Standarcl Errors
Division/ Sample Rg_esrdon Shrinkage Sample Regression Shrinkng¢

State Estimates Estimates Estimates Estimates. Estimates Estimates

East South Central

Kentucky 87.5 797 793 86 22 50
Tennessee 1,096 1,1:124 1,034 110 25 64
Alabnm,, 1,042 _d) 968 101 28
M/s_ssippi 802 779 '7/4 65 28 41

West South CenWal
Arkansas 603 585 582 ST 17 34

Lotdsin,a 1,181 1,169 1,160 108 42 64
Oklahoma 695 686 686 71 25 44

Texas 3,304 3,319 3,304 183 133 150

Mountain
Montana 128 114 118 16 5 10
Idaho 164 135 145 20 6 13

Wyoming 49 73 64 9 4 6
Colorado 487 517 505 67 29 45
New Mexico 405 342 359 34 13 21
Arizona 516 450 471 69 14 42
Utah 234 209 218 31 12 22
Nevada 125 108 115 20 5 13

Pacific

W_hington 466 572 523 78 18 S1
Oregon 398 343 360 59 14 35
California 4,097 4841 4,29o 271 195 223
Alaska 71 63 66 9 5 7
l'.IawaU 149 127 135 21 4 13

Median State 487 517 505 65 19 44

UnitedStates 37,333 37,692 37,212 · a a
mil m

SOURCE: Poverty mu,uts and FSP eligibility counts are fzom Maz_ Current Population Surveys, 1987 to 1989.

aStandard errors for the United States tomb implied by the regression and shrinkage estimates for States are not
directly obtainable.. Thus, we do not rcpon standard errors for_ national estimates.
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TABLE V.25

AD.iTJ_ INDIVIDUAL F"'SPPARTICIPATION I:tATES BY STATE, 1988
AL'I'ERNATIVE F.STIIV_TION METHODS

(Percent)

Adjusted FSP Participation Rates Standard Errors
Division/ Sample Regression Shrin_ge Samplc Regression Shrinkage

State Estimat.es E._tJmllt_ Estimntes F..!fimntes Estimates Estimates

New England
Maine 465 47.2 46.8 6.2 3.3 4.6

Now _nmmhir_ 20.4 31.8 24.7 4.1 6.5 4.7
Vermont 59.9 45.6 50.2 10.8 3.5 5.4
IMzumlchmt_ 47.4 50.4 48.0 4.0 5.4 3.6
Rhode Island 47.6 44.9 45.7 7.9 3.7 5.0
Connecticut 60.1 53.8 56.0 15_3 7.7 10.3

Middle Atlantic

Now York 51.0 SIL6 53.5 3.1 2.5 2.8
Now Jcrsc'y 59.1 52.1 57.5 5.8 4.8 5.1
PcnrL_yivania 56.2 54.2 55.9 4.0 1.6 33

East North CenU'M
Ohio 61.5 70.1 64.3 4.1 7.I 3-5
Indiana 44.5 40.0 42.1 7.1 1.6 4.2
Illinois 61.3 70.3 63.9 4.4 2.3 4.2
Michigan T4.7 70.0 73.7 5.8 2.1 4.7
Wisconsin 76.5 40.5 53.7 14.0 1.1 5.1

West North Central

Minn_m 44.0 48.6 46.6 6.6 2.2 4.9
Iowa 49.9 43.4 46.1 7.5 1.6 4.4
Missouri 52.9 49.3 51.1 7.4 1.3 43
North Dakota 49.4 37.6 42.7 7.1 1-5 3.6
South Dakota 49.4 45.5 47-5 5.8 1-5 3.9
Nebraska 417. 46.0 44.8 7.2 1.9 4.6
Kansas 39.8 42.3 41.1 5.7 1.8 4.2

South Afiantic

Delaware 38.9 36.9 37.8 6.3 1.3 4.0
Maryland 47.7 47.7 47.6 8.2 2.8 5.7
District of Columbia 64.5 64.4 65.1 9.1 4.2 6.1
Virginia 425 42.1 42..5 5-5 1.3 3.7
West Virginl, 62.5 61.9 63.0 7.0 1.8 4.0
North Carolina 36.8 32.6 35.4 2.4 0.7 1.9
South CaroU_ 38.5 35.3 36.9 4.0 0.9 2.4
Georgia 42.5 39.5 41.0 4.8 1.1 2.8
Florida 37-4 35.4 33.2 2.0 1.0 1.8
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TABLE V.25 (continued)

Adjusted FSP Participation Rates Standard Errors

Division/ Sample Regression Shrinkage _ mple Regression Shrinkage
State Estimates Estimates Estimates '_'t[mates Estimates Estimates

Fast South Central

Kentucky 55.7 57.6 57.9 5.8 1.6 3.7
Tennessee 43.6 46.6 46.2 4.4 1.1 2.9
Alabama 39.6 43.0 426 3.8 1.3 2.5

Mississippi 59.6 6L4 61.8 4.8 2.3 3.3

Welt South Cmtr_J
Arknnt** 36.5 37.6 3/.8 3.5 1.1 2.2
X.oMsinna 59.3 59.9 60.3 5.4 2.2 3.3
Oklahoma 36.8 37.3 3/.3 3,8 1.4 2.4
Texas 43.9 43.7 43.9 2.4 1.8 2.0

Mountain
Montana 42.1 47.0 45.4 5.3 2-0 4.0
Idaho 36.1 43.9 40.9 4.4 1.9 3.7

Wyoming 52.0 34.8 39.6 9.5 2.0 3.9
Colorado 41.2 38.8 39.8 5.7 2-2 3.6
New Me.co 33.6 39.8 37.9 2.8 1.6 2.2
At_ona 46.6 53.4 51.0 6.2 1.7 4.5
Utah 38.2 42.9 41.1 5.1 2.4 4.1
Nevada 29.7 34.3 32.3 4.9 1.7 3.7

Pacific

Washington 63.8 51.9 56.8 10.7 1.7 5.5
Oregon 49.5 57.5 54.7 7..3 2.3 5.4
California 38.8 32.8 37.0 2.6 1.3 1.9
Alaska 34.9 39.1 37.4 4.7 3.0 3.9
Hawaii 51.8 60.8 5'/.3 7.2 2.0 5.4

Median State 46.6 45.5 46.1 5.7 1.8 3.9

UnltM Statm 48.0 47.5 48.1 a · ·
m l H,

SOURCE: Pove,r_ oouau and FSP eligibility counu arc from Match Current PopulationSurvqs, 1987 to 1989.
FSP participation counts are from Food Stamp Porgram Sta_tical Summary of Operations dam, adjusted
for errm% in issuance.

aStandard errors for the United States totals implied by the regression and shrinkage estimates for States arc not
directly obtainable.. 'l'aus, wc do not report standard errors for any national estimates.
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Vl. SUMMARY AND RECOMMENDATIONS

· In thi_ study, we consider five small-areaestimation methods that can be used to obtain estimates

of State poverty counts, State FSP eligibility counts, and State FSP participation rates:

1. The direct sample estimation method

2. The regression method

3. The ratio.correlation technique

4. Shrinkage methods

5. Structurepre_vi_ estimation(SI'I_.)

After weighingthe relativeadvantagesanddisadvan_ of allrrmmethods,we tmommendthree

methods for empirical application and testing. We recommend against the empirical application nad

testing of the ratio-co_n tw.hnkl_ and SPI_ for two prinai_ reasons. _ both methods

are computafionally burdensome, requiring that we process census micr0data to obtain FSP ellgfbility

estimates. Second, both methods assume that thc rclatiouships between poverty or I:SP clilp'bilityand

various socioeconomic and demographic indicators are stable, that a model estimated using census

data pertains for each year until data from the next census are available (about two years after thc

census is taken). For this study, wc would have to use 1980 census data because the required 1990

census data are not available. However, we have no reason to believe that the relevant multivariate

re.h_ hr_ remainedstableov= _ in general,andoverthe l_Os, in pmicu_JW'ghno

evidence_ that _ the _ ,.-'_/oe or SVl_ monlly d_ninates the

rcgrmsionor sbfinkaF methodsin tnnm of Iow_ sempling_ty, webeJJevethat it isprudent

to avoidthe potentialbiasesfromamnningtemporalstability.

IAlthoUgh SPR_I_ requires a weaker temporal stability assumption than thc ratio,correlation
technique, data Limitationswould likely prevent our exploiting in practice that theoretical advantage ..
of SPREE
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Each of the three estimation methods recommended for empirical application and testing

requires sample data. Among the potential sources of sample data, the leading candidates are the

CPS and SIPP. We recommend against using SIPP as a source of sample data for this study because

(1) SIPP, which is not dcaigncd for State estimation, provides small State sample sizes and, thcrcforc,

supports much leu precise sample estimates than the CPS and (2) S[PP uniquely identifies only 42

States, including the District of Columbia.

Using CPS data and administrative records data such as data from vital statistics records, wc

obtain direct sample estimates, reip_!on estimates, and shrinkage estimates of State poverty counts,

State FSP eU_'bility counts, and State FSP participation rates for 1986, 1987, and 1988. We also

derive estimates of State poverty rates and State FSP cliip'bility rates. Our shrinkage estimator is a

hierarchical Empirical Bayes estimator that optimgly combines direct sample estimates nad relffession

estimates.

In our empirical evaluation of the direct sample, regression, and shrinkage methods, We find that

the three methods generally agree on aigre/ate characteristics pertaining to the distribution of State

estlmstes. For the dism'bution of Stste FSP participation rates, for instance, such Mgregate

ehnracterhtics include the median State partidpation rate, the national participation rate implied by

the State estimates, the standard deviation or interquartile range of the State participation rates, and

the distn'bution of the State participation rates acrossbroadly defined categories. For _-_,"_mple,about

one-third of the States had FSP participation rates below 40 percent, about one-third of the States

had FSP partic/pation rates between 40 percent and 50 percent, and about one-third of the States

had FSP pnrficil_tion rates of 50 percent or more in 1986, 1987, and 1988 according to all three

estimation methods. The direct sample, relpression, and shrinkage methods also generany agree on

which areas of the counUy 'm_d to have higher participation rates and which are_ tend to have lower

participation rates.
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Despite this generalagreem_t amongthe dircct sample.,tcgtessio_ and shrinkagemethods on

aggregatefeatures of the dism'bution of State e_fimatcs,we find_that, for some States,the tin-cc

alternativeestimatesfor agivenyeardiffer substantially.For example,differencesof four percentage

points betweendire.ct sampleandregressionestimatesof FSPparticipation ratcsarc common Some

of thc observed differences in point estimates,however, can bc attr_u_ largely to sampling

variability. When wc compare interval est_mAun,that is, confidcncc intervals, wc find that thc

regressionand shr;,d_,,gemethods m,,inly reduce our uncertaintT,providing narrower confidence

intervals than the direct sample estimation method. For some States, .the _nce intcrvals imm

the regression method and, to a much lesser dc_c, thc shrinkage mcthod include valucs that wc

would consider unlikely based even on the relatively wide confidence in_ from thc direct sample

estimation method. But, for most States, thc regression and shrinkage metho_Is imply confidence

/ntcrvals that ile ent/rc]y inside the confidence intervals implied by thc direct sample estimation

method.

Although each of the three cstimafion mcthoch has rcla_ strengt_ and wcaim_, wc

recommend our shrinkage estimate$ over our _ sample _ and regression estimates. We

recommend shrinkage estimates ove_ direct sample estimates _ because our shrinkage

estimates are substantially more reliable for many Statel Ovendl, we find that thc shrinkasc

estimator is statistically more efficient than the direct sample estimator. We recommend shrinkal_

estimates over re_es_ion estimates for three reasons. Ftrst, for the nation m &whole and for States

for which vic obtain prccisc direct samplc cst_-t_ wc find clos_ _ _ direct samplc

and shrinkage es_m-U:sthanbetweendirectumplc maxiregression estimates. _ between

shrinkage and direct sample _t estimates m much _ than _ between regtemion

umv poiat o tap benv=aooaWeace VUed by

shrinkage and direct sample estimates is _ than the overlap between coafldcnce intervals

implied by rcgression and dircct sample estimates. Sccond, although thc standard crrozs of regression
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estimates arc much smaller than the standard errors of shrinkage estimates for some States, wc

be_eve that our estimated standard errors exaggerate the overall precision of the regression estimates.

We find that the covadances between regression estimates for different States arc relat/vcly large.

Thus, the risk of obtaining many large estimation errors is higher w/th the regression method than

with the direct sample and shrinkage methods. The covarian_ between relp_ess/on estimates for

different States are sufficiently large that, despite relatively small standard errors of regression

estimates for individual States, the rqpression est_mntor cannot be judged statistically more efficient

than the shrinkage estimator or the direct sample estimator. _ we Fred that the shrinkage

estimator is !ess sensitive to model specification than the reipession estimator. We find that similar

re_,ession models can yield moderately to substantially dlPFerent est/mates for some States. By

combi-ing the regression estimates with direct sample est/mates, the shrinkage estimator dampens

d/fferences between estimates from competing models.

Our final recommendation is that further research be undertaken to extend the findings of this

study. We recommend obtaining State poverty and, poss_ly, FSP elilp'bility and participation

estimates for 1989 using not only CPS data and the methods used in this t_ort but also 1990 census

data and the direct sample estimation method. Although our empirical results suggest that the

sbrin]mgc estlmstesare probablybetter thnn thc _ sample estimates or the relPession est_st_,

we are unable to compare any of our est{tastes to thc true values or, at least, to unbiased estimates

subject to very little samplingvariability. We are concerned by this because our reipession and

shrinkage estlmstors are biased. We would Irte to measm'ethe prec/tion of regression and shrinkage

estimates using a criterion such as mean square error that takes into account both bias mi sampling

error. However, we cannot estimate mean sc_mre error matr/xes unless estimates that can be

mprded as the truth or very near the truth are available as a standard of comparison. Although

ccnsus estimates are subject to sampling variability and nomampling error, they would provide a

standard of comparison and allow a more complete evaluation of alternative methods and estimates.
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APPENDIX A

D_G FSP _t.TGiBn.rrY STATUS IN THE CPS



We simulate FSP eligibility status forindividuals in the CPS in four main steps. In the first step,

we create a CPS extract of potentially eligible households. In the second step, we estimate monthly

income from rcix_ mnntla] income for each household in our CPS extract. In the third step, we

impute household net income for a selected month (August). In the fourth step, we determine each

houschold's FSP eligi'bHitystatus for that month. F,ach individual member of an eligible household

is determined to be elig_le f_,r the PSP. The remainder of this appendix _ these steps in

CI_ v/a_b_lh:ct__c_ _ta f_z1988,_ _:d _ an_mmpic whine:_

ONE: CREATING THE CPS EXTRACT

Oroup quartcn households and nonintervicw households arc excluded from the full CPS analysis

file to create an extract. A household with total income greater than 2=qOpercent of thc calculated

poverty guideline for the household is also excluded, unless a member of the household received food

stamps, AFDC, SSI, or GA during the previous calendar year. The Federal poverty guidelines of all

families in thc household, except subfamilies, are s.mm_ to obtain the poverty guideline for the

household.

STEP TWO:. _qTIMkTING MONTIILY INCOME FROM ANNUAL AMOUNTS

Weestimate tepor --,,ualamountsfour typesof monthlyincome.:eamin

unemployment compomntion, _ transfm and other nonasset income, and cash l_sure and

asset income. Monthly income mounts arc estimated for individuals and p,rnmed to obtain

household totals.

To estimammonthlye_ for an mdivid_ we divide the repo_ number of weeks worked

by 4.33:3to IKetthe number of _ _ and the _ number of weeks unemployed by

4.333 to get the number of months unemployed. Reported total nnnuai earnings is divided by the

number of monthsworked to obtn!n average monthly earnings. For each month of the year, every
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individual age 15 and over is assigned an employment status of 'working," "unemployed," or "not in

thc labor force' based on two randomly drawn numbers. One random number between 1 and I2

determines the month in which a consecutive string of working months begins. For example, if an

individual who worked four months during the year is randomly assigned thc number ten, thc

ind/vidual's employment status for October, November, December, and January is set to 'working.'

The second random number determines the month in which a consecutive string of unemployed

months begins. If the individual in our ,_,,,,,ple was unemployed f_r five months, wc would randomly

draw a number between two and five. If the individual is randomly assigned the number four, the

individual's employment status for Aprfi, May, _un=, July, and August is set t_ ' memploye_* The

individu_"s employment status for the remslnlng months of the year (February, March, and

Septerr _ is set to 'not in the labor force.' Once the employment status for each month is

nssignec .-.amingsare distributed evenly over months designated ns working months.

Annual unemployment compensation is allocated evenly over months in which thc individual's

employment status is 'unemployed.' If uncmploymcnt compensation is rcportcd yet thc individual

worked more than 50 weeks in the year, the amount of unemployment compensation is allocated

evenly over the entire year.

Prior to the March 1989 CPS, amounts received for unemployment compensation were lumped

together with amounts __r,_iv_lfor veterans' benefits and wo_' compensation, while receipt was

identified separately. When amounts arc lumped together, we allocate the lmnp. m_ amount to

component sources before we allocate annual benefits to months. If the recc/_ of benefits from all

three sources was reported, we allocate 40 percent of the total to veterans' benefits, 21 pewent to

unemployment compensation, and the balance (39 percent) to workers' compensation. If the _r,,x-e__ipt

of benefits from two of thc three soutcc_ was reported, we allocate the total amount received as

follows:

* Veterans' benefits (65 percent) and unemployment compensation (35 percent) .,.
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· Veterans' benefits (51 percent) and workers' compensation(49 percent)

· Unemployment compensation (36 percent) and workers' compensation (64 percent)

These allocation _rccntagcs reflect relative differences in average amounts for p_rsons in thc March

1985 CPS receiving income from one of these sources.

The allocation across months of noncash transfers and othcr nonasset income, such as Social

Security, pensions, workers' coml_nsation, and veterans' benefits, depends on thc individual's age and

the type of income in question. (Workers' compensation and vctm_as' benefits arc first separated

from unemployment 0ompensation if neccmry.) For _pients _ 60 and older, we allocate any

reported amount of noncash uan.sfe_ or other nonasset income evenly over the fun year. For

nonelderly recipients, we use a three-step allocation procedure. In the first step, we randomly

determine tho number of months in which the income source was _ based on probabilities

developed by Doyle (1984) that vary by type of income.. In the second step, we randomly select a

month and assume that the period of rex_pt began with that month. Tn the third step, we allocate

the amount received evenly over the assigned l_riod of receipt. The second and third steps are used

to allocate income from earnings, as noted before.

Cash weffare (AFDC, SSL and GA) and asset income are allocated evenly over the full year.

Simulation of intrayear fiuctuatiom is beyond the scope of this study.

At this stage, we add to the CPS extract file three new variables needed to '_dat8 FSP

elip_ility. Thefoodromp unitsizeis the d_ of tl_ Cramshomeimld,,_ SSI _ m SsI

cashoutStates (Calitm_ and Wisconsin)who mmivedcash insteadof fixxl romps. The Ira-

monthlyincomeof the txxl strop unit is the ram ol timmonthlyb3mmmd _ c_ _ _

Asset balances are imputed by dividingthc sum of annual income fro:an inteamst-badng accounts,

rentalproperty,andotherassetsby a rateof returnof 6.5 percent. ('rnus, met balancesarejust

over 15timesassetincome.)
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STEP THREE: IMP_G NET INCOME

Simulating food stamp progrnm elilp'bilityrequires information on net income, ipms income., and

asset balances for each household. Although gross income is available from CPS data and asset

balances can be imputed from CPS data on asset inoome as descn'bed above, the CPS data contain

no information on net income, which is gross income less allowable deductions. We impute net

income using a regression model relating net income to eact_ food stamp unit's earnings, tme.arned

income., and geolpaphic location. We estimate separate regression equations for each year using

ordinary least squares (OLS) and data from a mer_cl July/Augmt Integrated Quality Control System

(IQCS) _e. Households residing in Puerto Rico, Cream, and the Virgin Islands are excluded fi'om

the IOCS file. Earned income tax credit (Ell'C) income ia excluded from household income.

Net income for each food stamp unit in the CPS with gross income ip'ea_ tbs. zero is impute!

using thc following equation:

NETINC = INTER_ + BI(TMEARN) + B2('IMEARN*'2) +

n3_ + B4_'.2) + m(ORSFLO)+

B6(ALASKA)+ B?0_AWAn) + ns(Mmwm'0 +

eg(SOUTH)+BI_ +

where INTERCEI_ and BI-B10 arc estimated reipession coefficicn_ and ERR is a normally

dismq_utcd random variable with mean equal to 0 and, for 1989, standard deviation equal to 75.41451.

The ril_t-hand4ide variables in the imputation equation are defined ns follows:

· TMP. ARN-monthly household ear-i-?

* TMEARN*"_-monthly household ear-i-?

· UNEARN-monthly household unearned income

· UNEARN""2-monthly household unearned income squared ,

148



in thc CPS data. Our asset and net inCOmetests use imputed assets and imputed net income, each

derived as descn'bed above.

· Once the FSP elilp'bilitystatus is detcr,nlncd for a household in the CPS, a new household level

file is created by adding to the original household level input file several variables, including a var/able

indicating whether tho household is elilp'blefor thc I_P. To obtnl, esrimntes of cl/_'ble persons from

the household file, a person weight is calculated by multiplying the household weight from the CPS

by the number of IX:tsom in the household. Summing these weights over all households in a State

yields an estimate of the number of individuals elilp_le for the FSP.



JUL 07 '95 13:51 P.3/4

· GB,SFL,G-.dtmnmy mtriable equal to on_ if ho_old _o_ in,_0me ii $100 or leu

' ALASKA-dmmuy vuriablc c,qu_l to on= for boum_o_ =_idmg in Al.k=

· HAWAII..d-m-,y variab_ equal to on= for houn_holds n:skl;-g in !'Iuw_

· MJDW_-_m_._ vnnabm for lmmebolds residing in Miaw_ re.10cm

· SOUTH-<i.mmy variable f_ _ tmidiag in South rcgioa

· wEgr--d,,m,ny variable for hou_hcMs r_Rnil in West region

Ncr inuomc m imputcd (and i_P cligibility status i0stmHatcd) {50rthc month o[ Augumt. Net income

_, tx_nstraiorxI to bc greater than _r ¢qu_i to t_rt_ aud l_'a,xthan gro_ in'_mle mln_ tl_. festalstamp

standard deduction. The Midwest region contains the East North Central and West Noah Central

census divi_/om: thc South rc$icm lxmtuim t_ West South Omitral, East _South Central, sad South

Aaantic census ctivistotts; anti t_ W_t t_gion cont_ _e Pa_ as_ _ltai_ c,m0sm divisions.

Thc Statc_ contalacd ;n each of these cerm_ divisions am listed in Table V.1 in Chapter V.

FOUR: $iMUi_ll_TG _ I!/JG1RI/,IT7 STATUS

Unless cxcmpt, house,holds must passa gross{aoomc tcat, a a_t inc,omc tcat, and aa aaa,_ttg_t

to be eli{pbt¢ for the l_JP. Households in wbicb ail mc,mbc_ r_c_ive public assistance(_

or OA) wc_c cacmpt [rom all thxcc t_ta in 1989 _ wc_ automatically cliip*bt_ _r thc I"_m.

Households w_th ¢ldcr{y or disabled memberswere exemp_Lure the gross income teat, 'l'be gross

inc._mc tcst for 1989 _xludexifrom thc Ix3Phouseholdsw_th 8Xoasiacom¢ greater than 130 potent

of the Federal pover_ guidelines. Tbe net income test sets a maximum value for a food stamp unit's

monday act iucoO,tc ba.me.don thc _izc o_ thc uait and _ _tatc of rc_idcucc (co_ Un6ted

State6, ,alaska, or Hawaii). To be eiigibtc for thc ESP, a household wi_ an eide_ member eould

not bavc owned tumctavalued at nlot_ thtm $2,.000il_ 1969. _ asact limit wm $_,000 f_r all

t_usebol_. For almulatln$ PSPeltgtbUhystatus,om' gtou income test i_basedon _un_ reoo_d_t
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APPENDIX B

SYMPTO_C INDICATORS FOR REGRESSION MOD!_-_I



The symptonmtic indicators used in our regremion models are listed in Table B.1 with their

det%itions and sourcea. State totals for each indicator are based on sdmlnlstrative recorch and, thus,

arenot subject to _mpli_ error. All sources are published annually;,data used in iht, study pertain

to 1986, 1987, and 1988.

AFDC, SSI, and INCO_mponed as counts-are converted into proporfiom or per capita

figures by d/vid/rig by the resident population of each State as of July I. State resident population

totals are obtained fi'om Census Bureau estimates (U.S. Bureau of the C_sus. 'State Population and

Household Estimates, With ALe, Sex, and Components of Change: 1981-88.' CurrentPopulation

Retn:_rt.r,series P-25, no. 1044, August 1989, p. I3. Table 1, "Esthnatm of the Resident Population of

States"). The Federal Bureau of Invest/gation used the same State population estimates to calculate

State crime rates.

LOWBIRTH includes births of tmre_ we/iht in each State, which are allocated a_:ording

to the reported ratio of low birthweight births to normal birthwe/ght births in thnt Stitt_.

In each year, OK,GAS equals one for Louisinnn. Oklahoma, Tens, Wyvmln l, Colorado, New

Mexico, and Alaska and zero/or all other States.

* e
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TABT ._ B.1

S_fMPTOMATIC INDICATORS

Symptomatic
Indicator DeFinition Source

AFDC The proportion of U.S. Department of Health and Human Services,
individuals in the State Social Security Administration. $oc/a/$ecuri o,
receiving Aid to Families Bul_tin. Annual Stat_'¢n/Supplement.
with Dependent Wlshlngtor., D.C.: U.S. Government Printing
Chfidrcn O_c_, 1_7: 1989, 1990. Table 9.02, "Average

monthly number of families and recipients of cash
payments and total amount of payments, by State."

SSI The proportion of U.S. Department of Health and Human Scrvic.ca,
individuals in the State Social Security Administration, Social Security
receiving Supplemental Bulletin,Annual $tativ_l Supplement.
Security Income Washlnmmna,D.C.: US. Gn:r_rnmcat Printing

1987, 1988, 1969. Table 9.B1, 'Number of
personsreceivingfederallyl.,i_,,i,,m_ l_;mems
andtotalmount of psymen_byreasonfor
e.lisr_ty.'

INCOME State per capita wtal Regional Economic Measurement Division. "State
personal income Personal Income, 1986-1988: Revised F,afimatm.'
(mnuom of dollaxs per Surveyq Qann_ Bu$ine_ vol 69, no. 8, August
person) 1989, pp. 33-56; and 'State Personal Income., 1987-

1989:. Revised Estimates.' Survey of Oarent
B_ vol 70, no. & August 1990, pp 27-40.
Table 1, 'Total and Per Capita Personal Income by
States and Reg/om."

CRIME The State crime rate U.S. Bureau of the C.emus. Sta_ Abstract of
(number of violent and the UnitedStates. Washington, D.C.: U.S.
property crimes per Government Printing Office, 1988, 1989, 1990.
100,000 population) Table 279, "Crime Rates by State." Source: U.S.

Federal Bureau of Investigation, O/me in the
Un/t_ State.t, annual

LG'._IRTI-I Low birthvasight births U.S. National Center for Health Statistim, I/ma/
Oma than 2,500 grams) $tat_ of the Onit_ $tate.t Washington, D.C.:
asa pmporfi..onof an U.S.Oovnmm_tPrintingOlrgc,1967,lS68,1989.
live births in the State Table 2-2.

154



TABLE B. 1 (continued)
ii,

Symptomatic
Indicator Def_fi °n

OII_AS Dummy variable equal W Regional Economic Measurement Division. 'State
one if one percent or Personal Income, 1986-1988: Revised F_timates.'
more of the State's total Surveyof Cun'entBu,d_-_. vol 69, no. 8, August

income is 1989, pp. 33-56; and 'State Petwnal Income, 1987-
atm'butable to the oil 1989:. Revised Estimates." ,Yurt,O, of Cun'_
and gas extraction B__, vol 70, no. 8, August 1990, pp 27-40.
industry Tablc 3, "Personal Income by Major Sources."

UNE_G Dummy variable equal to Maine, New Hampshire, Vermont, Massachusetts,
one for the New and Rhode Island (the New England Cereus
England States division minus Connecticut)
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APPENDIX C

BEST REGRESSION MODELS



J

This appendk presents the regreasion models/dent/fled as the best models by our model fitting

procedure. The model fitting proc_ure is descn'bed in Chapter IV. Symptomatic indicators are

defined in Appendix B.

Thc best lX,vcrty rate regrcssion model for 1986 is:

POVRATE = 0.2.4 + 2.6 SSI - 0.0100 INCOME + 0.024 OILGAS - 0.041 UNEWENG

(R2 = 0.85)

Th,xb_st povcrty ram resression model for 1987 is:

POVRATE = 0.20 + 32 SSI - 0.0077 INCOME + 0.025 OILG_ - 0.037 UNE_G

Ca2= 0_)

The best pov_ ratercgrelion mode/for 1988 is:

POVRATE = 0.15 + 3.8 SSI - 0.0071 INCOME + 0.033 OILGAS - 0.0000046 CRIME

(R2=0.SS)

The best FSP elilp'bility rate regression model for 1986 is:

_'t.TGRATE - 0.?..54- 3.7 S,5I - 0.010 INCOME + 0.031 OII._AS - 0.046 _G

Thc best FSP clig2%[lityrateregression model for 1987 is:

SUOP,ArS= 0._ +3SSat- _0094mix)tm +0.o26on,oAS- o.o42_o

ta2= o_)
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The best PSP elilp'bRityrate regression model for 1988 is:

EI,IG_'rE ,_ 0.18 + 4.5 SSI - 0.0070 INCOME + 0.046 OILG,AS - 0,022 UN]EV_ca'VG

0m2 -, 0.85)

In each of thc six models, thc t-statistics for all cocfiicicnts on symptomatic indicators arc gTcatcrthan
*

2.0.
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